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ABSTRACT 

 

Mounting concerns about safety and security have resulted in an intricate ecosystem system of 
guidelines, compliance measures, directives and policy reports for cybersecurity of all critical 
infrastructure. The policy paradox is that the text form of policy documents is an impediment to 
the implementation of policies and directives and creates potentially powerful opportunity costs.  

As a general practice, guidelines, directives and policy documents are presented in text form, 
page-by-page and word-by-word all supported by figures, diagrams and tables as needed. By 
definition text obscures properties of both policy and system-target in terms of dynamic 
relationships, feedback, “drill-down”, leads and lags, and so forth.  

The challenge is to develop analytics for cybersecurity policy of cyber physical systems. We begin 
with constructing (a) a structured system model of the system, in order to (b) identify major policy-
defined system-wide parameters, (c) situate system vulnerabilities, (d) map security requirements 
to security objectives, and (e) advance research on how system properties respond to diverse 
policy controls for security of cyber physical systems.  

This Project addresses the hard problem of policy-governed secure collaboration related to cyber-
physical security of critical infrastructure (focusing on a generic and fundamental feature, namely 
smart grid of electric power systems). The purpose is to (a) reduce, if not eliminate barriers to full 
understanding of policy text as transmitted by the source, (b) explore system-wide or targeted 
implications, (c) help contextualize generic directives for specific applications, and (d) facilitate 
contingency analysis, as needed. 

This Compilation is based on the Quarterly Research Reports submitted by MIT to the Cyber-
Physical Systems Organization of Vanderbilt University. The Compilation is the first of several 
Reports highlighting the research process and products of the MIT Project on Policy Analytics for 
Cybersecurity of Cyber-Physical Systems. Gaurav Agarwal [a.k.a. Gaurav], MIT alumnus, served 
as Lead Researcher for the Proof-of-Concept case presented here. 
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I. INTRODUCTION 

Mounting concerns about safety and security have resulted in an intricate ecosystem system of 
guidelines, compliance measures, directives and policy reports for cybersecurity of all critical 
infrastructure. To date this has resulted in a complex ecosystem of policies that govern usage, 
data, compliance, security directives and the like for cyber-physical systems (CPS). The policy 
paradox is that the text form of policy is an impediment to the implementation of policies and 
directives and creates potentially powerful opportunity costs.  

1.1. Problem Defined 

By definition, guidelines and policies are written in linear sequential text form that makes them 
difficult to integrate, or to understand the policy-technology-security interactions, thus limiting their 
relevance for science of security. As a general practice, guidelines, directives and policy 
documents are presented in text form, page-by-page and word-by-word -- supported by figures, 
diagrams and tables as needed.  

Rooted in the legal tradition, this practice reinforces a linear logic, where sequence dominates, 
and the focus is on compliance, step-by-step. Invariably this situation supports a checklist 
approach to meeting requirements. Figure 1.1 summarizes the generic opportunity costs of text-
based policy documents.

 

 

Figure 1.1: The Underlying Problem 

 

High opportunity costs are embedded in cybersecurity guidelines.

• Difficult to aggregate and integrate or understand the policy-technology complexities.

• User is passive reader and tends to focus only on meeting checklist.

• Even low hanging fruit may not be obvious.

Policy guidelines and directives are routinely transmitted in text form.

• Text form contains critical information not available simply by reading.

• Text impedes locating interactions, feedback, specialized views, etc.. 

• Knowledge of key cybersecurity factors is “lost”.

Considerable knowledge is generated in the process of establishing guidelines.

• It is lost to managers, security experts, and policy analysts who deal with text-form.

• It is lost to all others seeking to increase cybersecurity and reduce risk.

• This loss can undermine the effectiveness of guidelines etc.

Loss of embedded knowledge creates major opportunity costs.

Result:
§ Creates undue & unexpected barriers to implementation.

§ Impedes operational & pragmatic action. 
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In addition, several technical barriers impede full understanding of the cyber-physical properties 
of a policy target. Such barriers include, for example, (a) locating policy relevant decision points, 
(b) identifying vulnerabilities embedded in organizational process and technical operations (c) 
Differentiating intents of threat actor vs. vulnerability of system, (d) tracking damages and diffusion 
effects, (e) characterizing potential unknown-unknowns, or (e) metricizing functional relationships 
– to note the most obvious. 

Missing are analytics for cybersecurity policy and risk assessment. The challenge is to develop 
policy analytics for cybersecurity of cyber-physical systems (CPS). 

1.2. Purpose 

The overarching purpose of this Project is to support national strategy for cybersecurity, as 
outlined in the Presidential Executive Orders (EXORD) and the National Defense Authorization 
Acts (NDAAs). The goal is to develop analytics for cybersecurity policies and guidelines targeted 
specifically to (a) generate correctives for text-based policy features, (b) extract knowledge 
embedded in policy guidelines, and (c) assist the user community, analysts, and operators in 
policy implementation. 

The Cybersecurity Framework (CSF) is mandatory in the public sector, and greatly encouraged 
for the private sector. CSF provides general guidance and directives of a broadly defined nature. 
But the mission-specific application is left to the user - with only general guidance provided by 
CSF. It is up to the user to proceed as best determined. 

We situate this research project at the interface of user security concerns and CSF directives, in 
order to facilitate access to, and use, of CSF. The general purpose here is to help users and, in 
the process, provide tools to explore mission-related properties, concerns, or contingencies. For 
this reason, we have designed the entire project in modular terms to adapt to user needs.  

1.3. Focus 

Focusing on the salience of cybersecurity in both private and public sectors, we draw on major 
reports by the National Institute for Standards and Technology (NIST) as the source of our data. 
This material is rich in content, based on considerable background and collective knowledge, and 
subjected to careful scrutiny and evaluation. 

While some efforts [1, 2, 3 and 4] have already been made to mine NIST materials, few exploit 
[5, 6, 7 and 8] the value of multi-methods for knowledge mining and analytical tools to support 
user understanding, analysis, and eventually action. References [5-6] visualize the information 
on the NIST smart grid conceptual model provided in reference [9]. Reference [7] examines the 
relationships or dependencies within the same conceptual model. Reference [8] provides a 
filtered view of the conceptual model for electric vehicles. 

Put forth in details throughout this Report, our approach learns from, and transcends, the above 
by developing a platform for multi-methods cybersecurity analytics based entirely on the contents 
of policy documents. The case application, as Proof-of-Concept, focuses on cybersecurity of 
smart grid for electric power systems. The smart grid is a ubiquitous CPS, central to all critical 
infrastructures. 
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The Proof-of-Concept uses only policy documents as the database. As such, the case is in a 
"controlled environment". Further, the structured process developed in this Project (relevant to for 
any application) includes operational linkages to NIST-CSF to be set for mission-specific security 
requirements. 

1.4. Method and Approach 

As an introduction to the methods developed in this Project, we present a high level view of the 

major steps. The starting point is the policy text itself (or the cluster of policies that bear on the 

issues of interest). In modular terms, the steps are: 

• Policy Text to Data 

• Data to Framework 

• Framework to Metrics 

• Metrics to Model 

• Model to Analytics for Policy 

Figure 1.2 presents the near-, mid- and long- term project goals, focused on “Policy Governed 
Secure Collaboration” as the primary Hard Problem. 

 

Figure 1.2: Near-, mid- and long- term project goals 

The research approach is based on structured analysis of critical policy texts designed to (a) 
identify major system-wide parameters, (b) situate vulnerabilities, (c) map security requirements 
to security objectives, (d) advance research on how multiple system features interact with multiple 
security requirements and affect the cybersecurity of critical cyber/physical enterprise, and (e) 
explore interactions of policy interventions and system-properties, including implications of “drill-
down” investigations. 
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1.5. Contributions to Hard Problem(s) 

As noted, this Project directly addresses the Hard Problem of Policy-Governed Secure 
Collaboration at the enterprise level (focusing on smart grid in electric power systems, as a class 
of cyber-physical systems central to the nation’s critical infrastructure). The 2015 White Paper on 
the Science of Security Lablet defines the Policy-Governed Secure Collaboration as seeking to: 

“… develop the science underlying methods for expressing and enforcing normative 
requirements and policies for handling data with differing usage needs and among users 
in different authority domains.” [10] 

Figure 1.3 defines the Project contributions to the set of Hard Problems. 

 

Figure 1.3: Addressing Hard Problems 

We recognize that “Hard Problems” are particularly elusive because:  

• Problem-properties are not discernable by traditional or well recognized modes of inquiry; 

• Issue-area or domain has not been subject to extensive analysis to date; 

• Temporality is not always reflected in even intervals; 

• Data-creation is a necessary, but not sufficient, condition for progress; and 

• System-boundary may not be easily defined, especially with overlapping systems. 

5
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In this context, Figure 1.4 superimposes the relevance of the research design in this project 

shown in Figure 1.3 onto the Hard Problems defined by the NSA Science of Security and Privacy 

Program. 

 

Figure 1.4: Situating Project Relevance to Hard Problems 

The key point is this: while the focus is on Policy Governed Security Collaboration, our entire 

research design contributes to other Hard Problems as situated in Figure 1.4. 

1.6. Expected Products 

The research products of this Project include, but are not limited to:  

(a) methods to examine the implications of cybersecurity directives and guidelines directly 
applicable to their system, 

(b) information about relative vulnerability pathways throughout the whole or parts of system-
network as delineated by the guidelines documents, 

(c) insights from contingency investigations, that is, “what...if...”,  

(d) framework information management within the organization, and 

(e) ways to facilitate information flows bearing on decision-making for cybersecurity. 

The following Section introduces the complex policy ecosystem governing cybersecurity in the 
United States, and provides a policy-centric context for this research initiative. 
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II. COMPLEXITY of CYBERSECURITY POLICY  

Section II focuses on the policy domain or ecosystem for this Project. The purpose is to situate 
the Project and its Proof-of-Concept in the vast cybersecurity policy landscape. 

2.1. Dilemmas for Complexity of Policy Domain 

The complexity of the policy-domain governing cybersecurity is evident 2018 when the Office of 
US Deputy CIO, Department of Defense released a landscape view of cybersecurity related 
policies This dense document refers to a set of at least 181 texts, aggregated into nine broad 
categories. One set is the NIST SP800 series documents which itself consists of over 195 
documents. 

Policy-domain complexity raises the following questions, among many: 

• How to locate the desired texts and cybersecurity specifications defined by specific 
circumstances? 

• How to identify additional requirements or non-compliances if existing process, 
technology, or condition is changed? 

• How can analysts extract the “full-logic” of cybersecurity policy-texts? 

Given that cybersecurity directives are text based and run into hundreds of pages, how do we 
expect a policy analyst of war-fighter to navigate through this policy domain?  

Then, too, how can we best leverage the current policy landscape to retrieve and examine the 
knowledge embedded in text and, as needed, capture its utility?  

In the absence of an information sheet on what to refer, when, where, and by whom, the challenge 
still remains of determining actions, impacts, and consequences – over and above basic 
compliance measures. 

Somewhat overwhelming is the summary of the cybersecurity policy domain provided by DoD in 
2018, presented in Figure 2.1 below. Is this vast policy landscape an impediment to effective 
cybersecurity? If so, how? If not, why not? 
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Figure 2.1: Cybersecurity-Policy Domain Including Issuances 

Source: https://www.csiac.org/wp-content/uploads/2018/10/cs_policychart.pdf 

https://www.csiac.org/wp-content/uploads/2018/10/cs_policychart.pdf


 

 9 

2.2. Project Focus on Cybersecurity Policy Statement 

The Proof-of-Concept case, cybersecurity policy for the smart grid for electric power systems, is 
important in its own right. It is also a generic component of critical infrastructures, as defined in 
the 2013 Presidential Policy Directive/PPD-21 on critical infrastructure security and resilience. [1]  

In the vast policy ecosystem, this Project is best situated in the context of notable policy directives, 
specifically: 

1. The 2017 Presidential Executive Orders on “Strengthening the Cybersecurity of 
Federal Networks and Critical Infrastructure” (EO 13800), 

2. The 2018 US Department of Defense Cyber Strategy, 

3. The 2019 National Defense Authorization Act, 

4. 2019 National Intelligence Strategy. 

For illustrative purposes, a brief review, presented in chronological order below, signals features 
directly relevant to this Project. 

2.2.1. Presidential Executive Order 2017 

In section 2(e) of 2017 Presidential Executive Order on Strengthening the Cybersecurity of 
Federal Networks and Critical Infrastructure (EO 13800) has ordered the “assessment of 
assessment of electricity disruption incident response capabilities” and “the readiness of the 
United States to manage the consequences of such an incident.” [2] 

In addition, section 1(c) (ii) mandates the use of NIST Cybersecurity Framework to manage 
cybersecurity risk. 

2.2.2. US DoD Cyber Strategy 2018 

The 2018 DoD Cyber Strategy is based on four pillars. Pillar 1 states: “Build a more lethal joint 
force strategies” seeks to “leverage automation and data analysis to improve effectiveness”, 
specifically: 

“…The Department will use cyber enterprise solutions to operate at machine speed and 
large-scale data analytics to identify malicious cyber activity across different 
networks and systems. The Department will leverage these advances to improve our 
own defensive posture and to ensure that our cyber capabilities will continue to be 
effective against competitors armed with cutting edge technology. [3] [Bold added] 

The Project contributes to Pillar 2: “Compete and Deter in Cyberspace” calls for “increase the 
resilience of U.S. critical infrastructure”: 

“…The Department will work with its interagency and private sector partners to reduce 
the risk that malicious cyber activity targeting U.S. critical infrastructure could have 
catastrophic or cascading consequences. We will streamline our public-private 
information-sharing mechanisms and strengthen the resilience and cybersecurity of 
critical infrastructure networks and systems.” [4] [Bold added] 
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Then, too, Pillar 4: “Reform of the Department” seeks to “incorporate cyber awareness into DoD 
institutional culture”: 

“…The Department will adapt its institutional culture so individuals at every level are 
knowledgeable about the cyberspace domain and can incorporate that knowledge into 
their day-to-day activities. Leaders and their staffs need to be “cyber fluent” so they 
can fully understand the cybersecurity implications of their decisions and are 
positioned to identify opportunities to leverage the cyberspace domain to gain strategic, 
operational, and tactical advantages.” [4] [Bold added] 

2.2.3. National Defense Authorization Act 2019 

This Project contributes to the 2019 National Intelligence Strategy of United States of America 
[5], specifically the topical mission objective 4 on Cyber Threat Intelligence: 

 “Detect and understand cyber threats from state and non-state actors engaged in 
malicious cyber activity to inform and enable national security decision making, 
cybersecurity, and the full range of response activities.” [6] 

Our work is relevant to section 1649 of 2019 National Defense Authorization Act for “pilot program 
on modeling and simulation in support of military homeland defense operations in connection with 
cyber-attacks on critical infrastructure.” And further: 

Further to “…carry out a pilot program to model cyber-attacks on critical infrastructure 
in order to identify and develop means of improving Department of Defense 
responses to requests for defense support to civil authorities for such attacks.” [7] 
[Bold added] 

The goal of the Project maps onto the requirements as laid out in §1649 of 2019 NDAA, including 
to “assess defense critical infrastructure vulnerabilities and interdependencies to improve military 
resiliency” and “determine the effectiveness of attacks described in subsection (a)(1), and 
countermeasures, tactics, and tools supporting responsive military homeland defense operations” 
and others. 

2.2.4. National Intelligence Strategy 2019 

The Project is directly relevant to the 2019 National Intelligence Strategy of United States of 
America [5], specifically the topical mission objective 4 on Cyber Threat Intelligence: 

 “Detect and understand cyber threats from state and non-state actors engaged in 
malicious cyber activity to inform and enable national security decision making, 
cybersecurity, and the full range of response activities.” 

Against this background, Section III introduces the Proof-of-Concept case and the data base. 
Focused on cybersecurity policy of electrical power smart grids, the purpose is to provide an 
opportunity for under-the-hood understanding of policies and directives as well as greater 
appreciation of system component and relationships.  
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III. POLICY ECOSYSTEM  

This Project on the Hard Problem of Policy Governed Secure Collaboration managing 
cybersecurity risk by capturing the full-value of sector or critical infrastructure specific 
cybersecurity guidelines. The research is framed as a (a) multi-method modular approach, (b) 
applied to a generic infrastructure system, (c) in a controlled environment. 

3.1. The Proof-of-Concept Policy Ecosystem 

The “raw data” consists of National Institute for Standard and Technology (NIST) guidelines, 
policies and directives for cybersecurity, augmented by exploration for user-specific 
customizations and generalizations. 

By way of context, Figure 3.1 shows the development of NIST over a twenty-year period. This 
development is also an evolution of the focus for institution itself. 

 

Figure 3.1: Evolution of NIST over 1988 – 2018. 
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In this context, Figure 3.2 presents a view central to NIST cybersecurity policy ecosystem.  

 

Figure 3.2: NIST Cybersecurity Ecosystem 

We selected the cumulative materials in the NISTIR-7628 on Guidelines for Smart Grid 
Cybersecurity [1] as well as the NIST Cybersecurity Framework (CSF) [2]— all totaling more than 
600 pages. Especially important is that these two data-texts are connected via a third policy text 
namely, NIST SP 800:53 Rev.4 [3] on Security and Privacy Controls for Federal Information 
Systems and Organizations, shown in Figure 3.3. 

 

Figure 3.3: Connections of NIST 7628 and NIST CSF 

The key point in Figure 3.3 pertains to the connective function of NIST 800-53 Rev.4 (an issue 
we shall return to later with Rev.5). We focus on NISTIR-7628 Guidelines as the text-based raw 
data, and then augment our investigations with the NIST Cybersecurity Framework. The data 
analysis for this Project has taken placed before the completion of NIST Cybersecurity Framework 
2.0. 

The text-content lineage of NISTIR 7628 carries fundamental knowledge and provides detailed 
information on this NIST conceptual representation of smart grid, its actors and activities; the 
interfaces between actors and their attributes as well as notional views of relationships. These 
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Figures all help to contextualize the proof-of-concept, the application case, in a broader policy 
context. 

Turning to Figure 3.4, we highlight the role of NIST in the specific domain of the Proof-of-Concept, 
namely cybersecurity of smart grid for electrical power systems. The Figure differentiates between 
documents focused on NIST-cybersecurity for smart grid and those addressing challenges to 
cybersecurity of critical infrastructure more broadly defined. 

 

Figure 3.4: Mapping Institutional Context 

3.2. Project Data Base 

The specific policy documents that serve as core data for the Proof-of-Concept are shown in 
Figure 3.5. These texts are of three types:  

• General policy directives and guideline documents relevant to any system or enterprise 
(in column 1),  

• Guidelines and directives specific to operations and cybersecurity of smart grid for electric 
power systems (column 2), and  
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identified in column 1) for the electric smart grid enterprise (as identified in column 3). 
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Figure 3.5: Core policy documents for "Text-to-Data" 

Note: NIST SP 800-53 Rev.5 is introduced later. 

Of the nine policy-responses in Figure 3.5, three texts noted below explicitly noted in the 2018 
DoD Cybersecurity policy and issuances to build and operate a trusted Department of Defense 
Information Network (DoDIN): 

1. NIST Cybersecurity Framework 

2. NIST SP 800-53 Rev.4: Security and Privacy Controls for Federal Information Systems 
and Organizations 

3. NIST SP 800-37 Rev.1: Guide for Applying the Risk Management Framework to Federal 
Information Systems 

Of the remaining six resources, three focus on smart grid, and the other three span vulnerability 
databases, risk quantification methodology and enterprise measurement models. Jointly, these 
are all the directives whose texts constitute our baseline for metricization.  

It is important to stress that the document labelled 800:53 Rev.4 in Figure 3.5 provides the data 
that serves the connectivity functions. That function allows us to connect across documents as 
relevant. The NIST revision to 800:53 Rev.4 necessitated our “re-do” activities. 
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3.3. Essential Data Linkages 

The full value of CSF can be difficult to capture given (a) the set of intervening tasks required and 
(b) the distributed nature of the database. CSF points to what has to be done and why, but not 
how. It is up to the user to work through the process outlined by CSF. Pointers to steer users to 
other (different) documents are provided to assist in next steps. 

Because CSF points to a number of individual documents hosting different directives, the users’ 
task is to identify and make connections among them as needed. Moreover, modifications and 
updates by NIST on the content of key intervening documents require users, in turn, to identify 
the updates and determine requirements steps. 

Against this background, we introduce Figure 3.6 that situates NIST directives and guidelines 
within segments of the broader ecosystem designed to support smart grid cybersecurity. The 
Figure also serves to locate our Project in a broader cybersecurity policy context.  

 

Figure 3.6: Smart Grid CPS cybersecurity policy ecosystem 

Note: See Figure 3.5 for identification of documents indicated by circled number. 
Framed by Gaurav Agarwal [aka Gaurav] 
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3.4. The Cyber-Physical System: “As is” State 

At this point, we turn to the method developed in this Project to generate “raw-data”, and to build 
the data-set required for metricization. The method is presented as sequential Steps – one at a 
time: 

Our purpose is to provide a more user-friendly operational approach to the contents of the 
conceptual model. We do so by organizing the overall system structure and process in order to 
yield a coherent framework of the system” as is”, as well as to assist in situating the fundamental 
vulnerabilities and security objectives. 

Step One focuses on the NIST Conceptual Model for Smart Grid. Figure 3.7 – extracted from 
NISTIR 7628 Guidelines for Smart Grid Cybersecurity – shows the NIST’s “Smart Grid conceptual 
model”, and its constituent elements, defined as (1) actors and domains and (2) logical interfaces. 
It is shown here to indicate the richness of the NIST framing. 

 

Figure 3.7: NIST Conceptual Model for Smart Grid 

Source: NISTIR 7628 Rev.1 Guidelines for Smart Grid Cybersecurity. [1] 

This NIST “model” provides the anchor or entry point for building our data base of (a) domains 
and actors, and (b) logical interfaces: 

Source: NIST. “Guidelines for Smart Grid Cybersecurity-Volume 1,” NISTIR 7628 

Revision I, September, 2014. 
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3.4.1. Domains and Actors  

The NIST Model consists of: 

• 7 Domains: Domains encompass smart grid conceptual roles and services. It includes 
types of services, interactions, and stakeholders that make decisions and exchange 
information necessary for performing identified goals. 

• 47 Actors: Actors may be devices, computer systems or software programs and/or the 
organizations that own them. Actors have the capability to make decisions and exchange 
information with other actors through interfaces. Each actor has one or more roles. It is 
the usual or expected function, capability of, or service played by an actor, or the part 
played in a particular action or event. 

3.4.2. Logical Interfaces  

 The NIST Model consists of: 

• 130 Logical Interface between Actors: Interfaces represent the point of access between 
domains. Interfaces show either electrical connections or communications connections. 
Each of these interfaces may be bidirectional. Communications interfaces represent an 
information exchange between two domains and the actors within; they do not represent 
physical connections. They represent logical connections in the smart grid information 
network interconnecting various domains. 

• 22 Categories of Logical Interface: As many individual logical interfaces have similar 
security-related characteristics, they are categorized together as a means to simplify the 
identification of the appropriate security requirements. These security-related logical 
interface categories are defined based on attributes that could affect the security 
requirements. 

• 18 attributes of Logical Interface Category: Key attributes include requirements and 
constraints that are used in the determination of impact level for three security objectives, 
and selection of security requirements for the logical interface category.  

Step one concludes use of, and reference to, Figure 3.7 from the infrastructure specific NISTIR 
7628 Guidelines for Smart Grid Cybersecurity to construct the “As Is” system model. 

The following steps build upon this basic foundation. The goal is to identify the vulnerability and 
related conditions, and then connect these to the “As Is” system model. 

3.5. Vulnerabilities of the “As Is” System 

Step Two is based on materials provided by NISTIR 7628 on system vulnerabilities presented in 
the following texts:  

• NIST Special Publication (SP) 800-82 Revision 1 Guide to Industrial Control Systems 
Security [4]; 

• NIST 800-53 Revision 4, Recommended Security Controls for Federal Information 
Systems and Organizations [5]; 
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• Open Web Application Security Project (OWASP) vulnerabilities [6]; 

• Common Weakness Enumeration (CWE) vulnerabilities [7]; 

• Attack documentation from Idaho National Laboratory (INL); 

• Input provided by the NIST CSWG Bottom-Up group; and  

• the North American Electric Reliability Corporation Critical Infrastructure Protection 
Standards (NERC CIP) [8]. 

NISTIR-7628 also reports the construction of a set of vulnerability types from these multiple 
sources consisting of 53 types of vulnerabilities, clustered in 4 categories:  

o People, policy and procedure;  

o Platform software/firmware vulnerabilities;  

o Platform vulnerabilities; and 

o Network factors. 

3.6. Security Objectives – of “As Is” 

Step Three focuses on the security objectives and the impact levels for the smart grid with the 
well-known C-I-A defined as follows: 

• Availability of the grid as primary requirement: “Ensuring timely and reliable access to 
and use of information....” [44 U.S.C., Sec. 3542, p.148] [9]. 

• Integrity of information as secondary but increasingly critical requirement and the 
“guarding against improper information modification or destruction and includes ensuring 
information non-repudiation and authenticity....” [44 U.S.C., Sec. 3542, p.147] [10]. 

• Confidentiality of customer information for revenue billing and privacy concerns. NISTIR 
7628 uses the definitions for the security objectives of C.I.A., defined as “preserving 
authorized restrictions on information access and disclosure, including means for 
protecting personal privacy and proprietary information....” [44 U.S.C., Sec. 3542, p. 148] 
[9]. 

The impact level on the logical interfaces is then recorded for each of the security objectives. The 
individual impact level (i.e., low, moderate, high) is based upon the expected adverse effect of a 
security breach upon organizational operations, organizational assets, or individuals. 

NISTIR 7628 [1] employs the definitions in FIPS 199, Standards for Security Categorization of 
Federal Information and Information Systems [11] for impact levels for each security objective.  

Table 3.1 presents the definition of the potential Impact levels for each of C-I-A. 
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Table 3.1: Impact levels definitions 

 

Source: NISTIR 7628 Rev.1 Guidelines for Smart Grid Cybersecurity [1] 

3.7. Security Requirements 

Step Four then characterizes the security requirements for the system overall. These are 
organized in clusters and in categories: 

• 19 clusters of over 180 Security Requirements available from several sources: NIST SP 
800-53 [3], the DHS Catalog [12], NERC CIPs [8], and the NRC Regulatory Guidance 
[13] that are organized into families primarily based on NIST SP 800-53 [3]. 

• Categories of Security Requirements: Each security requirement is allocated to one of 
three categories: 

o Governance, Risk, and Compliance (GRC) whereby such requirements are 
addressed at organizational level. They are centered around policy, procedure, 
and compliance-based activities. 

o Common Technical Requirements applicable to all the logical interface categories. 
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o Unique Technical Requirements allocated to one or more of the logical interface 
categories. 

These security requirements are applicable at any logical interface of the “As Is” system model. 

3.8. Cybersecurity Activities – Mapping Task 

Step Five centers on Proof-of-Concept case, NIST IR 7628 Rev.1: Guidelines for Smart Grid 
Cybersecurity. In this context. Figure 3.8 identifies the five main functions of the NIST 
Cybersecurity Framework (Identify, Protect, Detect, Respond and Recover). These functions 
define the basic cybersecurity activities at their highest level of aggregation. They are designed 
to assist an organization in expressing its management of cybersecurity risk by organizing 
information, enabling risk management decisions, addressing threats, and improving by learning 
from previous activities. 

 

Figure 3.8: Functions and Categories of NIST Cybersecurity Framework 

Source: Based on NIST Cybersecurity Framework. [2] 

The NIST Cybersecurity Framework (NIST CSF) [2] is generic in form, that is, with relevance to 
all types of critical infrastructures. We augment the database by extracting from CSF those 
features deemed as generic and directly applicable to the smart grid as our application of a critical 
infrastructure. Given that the NIST CSF was developed after the release of NISTIR 7628, these 
two documents are on independent of each other. 

3.9. Connective Mapping 

Step six consists of connecting the security requirements provided in NIST 7628 [1] and NIST 
CSF [2]. The connective mapping is based on security requirements provided in NIST SP 800:53 
Rev.4 [3]. 

Then, in order to complete Step Six and connect the outcomes associated with each sub-
category, NIST CSF makes informative references to sections of standards, guidelines, and 
practices including NIST SP 800-53 Rev.4. We use NIST SP 800-53 Rev.4 to map the applicability 
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of NIST CSF to logical interfaces and actors of Smart Grid conceptual Model. (Further along, we 
turn to the use of Rev.5.) 

When completed, this connective mapping facilitates the understanding and tracking of all system 
operations, components, vulnerabilities and the like, that bear upon specific elements in the 
infrastructure-specific system. These are augmented with the application of relevant generic 
features of the Cybersecurity Framework. 

3.10. Result – Raw Data Base 

The product of these Six Steps is a structured “As Is” system model based on a sequential logic 
– and starting with core system feature, followed by vulnerabilities, then security objectives etc. 
The process yields a cumulative “onion like” database. The “raw data”, grouped into three 
segments, is shown in Table 3.2 below. 

Table 3.2: Summary of characteristic features of raw database 

 

At this point most of the “pieces” of data-making are in place, and we can now summarize the 
rules for data-extraction. 

3.11. Summary of Rules for Text-to-data 

The data-extraction and linkage strategy are shown in Figure 3.9. This Figure provides a high-
level view of the vastness of the information embedded in NISTIR-7628 (and its supporting texts). 
It is designed to show the linkage-strategy that connect the components of policy-governed 
security for cyber-physical systems. 
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Figure 3.9: The extraction and overall linkage strategy 

Framed by Gaurav Agarwal [aka Gaurav] 

Section IV focuses on the Proof-of-Concept processes – notably from text-to-data, from data-to-
framework, from framework-to-metrics, and from metrics-to-model.  
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IV. PROOF-of-CONCEPT 

Early in the research design, we sought to align our Project with national policy by consolidating 
our vision and mission around EXORD and NDAA statements. This task is designed to ensure 
that research remains anchored in national policy priorities.  

4.1. Alignment with National Cybersecurity Policy 

In order to avoid losing sight of the "big picture" when we delve into details later on, Figures 4.1a 
and 4.1b provide a high-level view of both vision and mission. Embedded in these Figures is also 
a more detailed accounting of our orientation with respect to purpose and goals, and logic and 
approach.  

 

 

Figure 4.1a: Support for national cybersecurity policies - vision and mission 
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Figure 4.1b: Support for national cybersecurity policies - activities and outcomes 

The following parts of Section IV provide a brief review of process and present some results for 
the Proof-of-Concept case – with its focus on cybersecurity for smart grid of electrical power 
systems. 

4.2. Review of Process 

The research design, organized in modular terms, begins with the properties of a structured model 
for complex cyber-physical systems. The design and analyses are generic in the sense that they 
are relevant to, and provide insights for, the cybersecurity of various complex cyber-physical 
systems.  

Table 4.1 presents an organized summary for the process of constructing structured data from 
text. The numbers following each step serve as identifiers of the information sources in Figure 
3.5 earlier. 

 

 

 

 

 



 

 27 

Table 4.1: Structured Data for CPS Analytics 

 

The Cybersecurity Framework is mandatory in the public sector and greatly encouraged for the 
private sector. However, the mission-specific application is left to the user—with only general 
guidance provided by CSF directives. It is up to the user to proceed as best determined. 

We situate the results shown below at the interface of users and CSF in order to facilitate access 
to, and use of, CSF. The general purpose here is to help users and, in the process, to provide 
tools to explore mission-related properties, concerns, or contingencies.  

For this reason, we have designed the entire project in modular terms, based on a structured 
model of system properties. Different users may prefer to use different features and/or draw on 
results (or products) generated at different phases of this project. 

4.3. Policy Linkage Process – Reminder  

The Text-to-Data task yields a linked database of nine policy documents. The linked database, 
from the nine documents, consists of a set of variables that represent:  

• System State, “As-Is,” focusing on system actors and activities (labelled as nodes) and 
logical interfaces among them, 

• Vulnerability Classes that may affect a node or logical interface, 

• Security Objectives, as stated by NIST, 

• Impact Level on nodes and logical interfaces, 

• Connections and logical interface(s) between two nodes, 

• Security Requirements for nodes and logical interfaces, and 

• Cybersecurity Framework Functions applied between each two nodes. 
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4.4. Data to Framework 

The “As Is” system model of the cyber-physical system is generated by the process of Data-to-
Framework. The process consists of creating a Design Structure Matrix (DSM) to: (a) construct 
an internally consistent framework for organizing, metricizing, and managing critical information, 
and (b) create an initial, baseline, for subsequent models of the cyber-physical system.  

The DSM in Figure 4.2 represents the system “As-Is” for the core of the NIST smart grid defined 
by Actors and Domains. (Actors are located in the rows and columns; and Actors in the same 
domain are bound by a box.) The DSM is a structured transformation of the NIST Figure in the 
inset. The inset is a copy of Figure 3.7 shown earlier, presented again here as a reminder. The 
DSM, also known as dependency structure matrix, provides the Framework within which the 
properties of the system are recorded. 

4.5. Framework to Metrics 

Once we examine system structure and process of information flows, technical architecture, and 
system management, the research design calls us to:  

• Analyze the system-wide structure and information flows, 

• Generate visual representations of structure and information flows using graph theory and 
network methods, 

• Use these representations to identify critical nodal or control points (direct or indirect) that 
may be targets for unwanted interventions, and to the extent possible,  

• Distinguish between human/management and technical/operations. 

Following the CSF directives (Noted in Figure 4.1) we identify empirically key properties of the 
logical interfaces for the system “As Is” namely: 

i. Impact levels for each Confidentiality, Integrity, Availability security objective (C-I-A), 

ii. Security requirements based on Impact level for each C-I-A security objective,  

iii. Cybersecurity Framework functions based on Impact level. 

This work enhances and enriches our database, and transcends analysis of the “system as is.” 

Figure 4.3 follows immediately from the above, and presents the logical interfaces among actors 
embedded in a domain. This Figure provides the inputs for the network model of the Proof-of-
Concept as the cyber-physical system in point. 



 

 29 

 

Figure 4.2: Data-to-Framework: Design Structure Matrix of Actors and Domains 
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Figure 4.3: Framework to Metrics: Design Matrix Actors Domains and Logical Interfaces
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4.6. From Metrics to Model 

If we create the Design Structure Matrix (Figure 4.3), then we can generate the basic network 
model shown in Figure 4.4. 

 

Figure 4.4: Network Basic Model 

This network model is itself a data-based system. It serves as a reference case and a “laboratory” 
for situating, understanding, and pursuing the implementation of CSF directives, to: 

• Identify and examine the implications of C-I-A security objectives, as well as the Impact 
levels and Security Requirements for nodes & logical interfaces, and  

• Identify the relevant NIST Cybersecurity Framework functions in light of the Impact level. 

These steps enable us to: 

a. Identify critical control points for each node & logical interface based on the: 

i. Centrality of nodes based on logical interfaces. 

ii. Calculation & consolidation of impact scores for each C-I-A security objective. 

b. Locate and consolidate security requirements for each C-I-A security objective, and 

c. Create representations of additional data generated in (c) and (d) for both DSM and 
network views. 
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At this point, we transition to the impact levels of vulnerabilities and the security objectives. 

4.7. Impact Levels and Security Objectives 

The distribution of CSF impact levels and security objectives (C-I-A) throughout nodes and 
zones for the Proof-of-Concept network model is presented in Figure 4.5. Recall that the Figure 
derives from the DSM that is constructed from the NIST 7628 conceptual smart grid model. 

This first step is of immediate relevance to the user or enterprise. It provides is a clear and specific 
identification of target and impact levels for each of C-I-A. Of course, the user can “drill down” or 
“zoom in” for further analysis.  

 

Figure 4.5: CSF Impact Levels and Security Objectives for the Network Model 

Prepared by Gaurav Agarwal [aka Gaurav] 
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4.8. Value to the Enterprise 

If an enterprise utilizes the linked database method developed in the Proof-of-Concept case, and 
seeks to customize the results to its system and operations, then it must incorporate its own 
enterprise specific knowledge to the structure of cybersecurity directives. In this case, it means 
that the enterprise must:  

a. Map its own system to the NIST “as-is” system. Given that this work is based on a sector 
independent framework and guideline documents, an enterprise must map its own system 
components and policies to the relevant reference documents.  

b. Identify system specific vulnerabilities. Based on the above mapping, an enterprise must 
also assess the threat landscape as well as the vulnerabilities identified, and/or known by 
the enterprise owners. 

As noted earlier, every phase of the research design is based on the previous ones. This modular 
and cumulative approach assumes a degree of sustained validity in the database, both “raw” and 
“derived”. If this assumption does not hold, or if there is any disruption in the validity of prior 
phases, then a “redo” analysis is required. 

The following segment, Section V, addresses these issues, focusing on Security and Privacy. 

  



 

 34 

 

V. SECURITY & PRIVACY 

At this point, it is useful to review the method developed so far, before we introduce a critical 
exogenous “disturbance” for the entire research design. 

5.1. Review of the Data Linkage Process 

This Section begins with a schematic representation of the data linkage process. Figure 5.1 
highlights the key features of each part of the processes – the inputs and the outputs – and points 
to the underlying logic thereof. This Figure is an expansion of Table 4.1 earlier. 

 

 

Figure 5.1: Sequence for Structured Linkage Data 

 

The starting point is the construction of the system “As-Is” – presented in the previous Sections – 
and then proceeds to incorporate the critical features of the Cybersecurity Framework, namely 
Confidentiality, Integrity, and Availability – and the relative impact scores. 

When NIST issued a fifth revision (Rev.5) of its document 800:53, it resulted in a major disruption 
of sustained validity text as “raw data” for this Project. 
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For this project, especially important is the fact that we faced a necessary “re-do” of research 
steps and a review of results, with respect to: 

• Data linkage process (as depicted in Figure 5.1), 

• Information pertaining to security controls and control families, 

• An unexpected entanglement between the Security and the Privacy controls, and control 
families, thereby creating new ambiguities, 

• Data-based signals that, in the security domain, “everything is related to everything else 
and to privacy as well” [quotes inserted] 

Given that all materials required for data linkages were provided by NIST 800:53 Rev.4, the 
construction of Rev.5 creates a new and entirely unforeseen imperative, namely, the need for a 
“re-do” of the fundamentals for creating connections among the diverse data sources. Figure 5.2 
shows the NIST statement on the structure of controls. 

 

 

Figure 5.2: NIST Controls in 800:53 Rev.5 

 

The “re-do” led to delineating and understanding the implications of the “entanglements” of 
security and privacy controls for policy implementation of the Cybersecurity Framework, or for any 
issues for which the use of 800:53 Rev.5 is called upon or is required. 
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While the “re-do” is necessitated by the fact that NIST provided a new version of 800:53 labelled 
Rev.5, the related imperative is itself creates an added challenge, namely, to identify the 
differences between Rev.5 and Rev.4 for purposes of: 

(a) understanding content and implications, and  

(b) designing and implementing a “re-do” strategy. 

With the above operational challenge, we can then construct the DSM with the NIST 800:53 Rev 
5 – a critical repeat task. 

5.2. “Re-Do” Results – Rev.5 

The entire control system and structure of NIST 800:53 Rev.5. is shown in Figures 5.3. The 
overarching feature is the entanglements, interconnections, and density of controls – spanning 
both security controls and privacy controls. 

Figure 5.4 situates the privacy controls in the overall system of control. The overlapping controls 
and interconnections are not easy to discern in these overarching network views.
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Figure 5.3: Computed Network View of NIST 800:53 System of Controls: Interconnections of Privacy and Security 
controls. Based on DSM prepared by Gaurav Agarwal [aka Gaurav] 

Based on current and new controls, and enhancements. Not included are controls and enhancements withdrawn in Rev.4 and/or Rev.5. 
This graph only shows the controls, with enhancements aggregated at the control level. Node color indicates control family. Node size 
indicates node eigen-centrality. 
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Operationally, the major task in the “re-do” involves the use of 800:53 Rev.5 Design Structure, for 
data linkage purposes in order to create the basic network model. This is the one document that 
provides the connection across the “re-do” activities required. The initial results – yet to be fully 
validated –indicate that both privacy and security controls appear to be heavily interdependent. 

The new results for Rev.5 are very different from the results of Rev.4, where privacy controls are 
added (in “band-aid” form) as an annex to the document. This “re-do” is also essential for the work 
on “reversing the arrows” in Figure 5.1 above, i.e., starting from the last step and working 
“backward” to the first step. This initiative is a new segment of the research design developed for 
two reasons:  

First, as a validation check of the process developed for the Proof-of-Concept, and 

 Second, as a means of providing alternative ways for addressing core linkage issues. 

In other works, if the method we have developed “works one way,” let us figure out if it “works, 
the other way as well.”  

5.3. NIST Mission for Rev.5 

Revision 5 of this foundational publication, NIST 800.53, represents a multi-year effort to develop 
the next generation for security and privacy controls that will be needed to accomplish the above 
objectives. It includes changes to make the controls more usable by diverse consumers groups 
(e.g., enterprises conducting mission and business functions; engineering organizations 
developing information systems, IoT devices, and systems-of-systems; and industry partners 
building system components products, and services.) 

The most significant changes to this publication include: 

• Making controls more outcome-based by removing the entity responsible for 
satisfying the control (i.e., information system, organization) from the control 
statement; 

• Integrating information security and privacy controls into a seamless, consolidated 
control catalog for information systems and organization; Establishing a new supply 
chain risk management control family; 

• Separating control selection processes from the controls, thereby allowing the 
controls to be used by different communities of interest, including systems engineers, 
security architects, software developers, enterprise architects, systems security and 
privacy engineers, and mission or business owns. 

Rev.5 affected all earlier work in this Project with respect to: 

• Data linkage process  

• Information pertaining to security controls and control families 

In addition, Rev.5 demonstrates: 

• An unexpected entanglement between the Security and the Privacy controls, and 
control families, thereby creating new ambiguities. 
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And creates: 

• Data-based signals that, for security and privacy purposes, everything is related to 
everything else.  

We noted earlier that the “re-do” creates new tasks in the research design, and involves 
completion of several research items that are additions to the workplan. These additions involve: 

(a) providing added validation to the process, 

(b) expanding the domain uses of our research, and  

(c) creating value-added for the use of the Cybersecurity Framework (CSF). 

The next segment of this Compilation, Section VI, turns to fundamental issues in this research 
initiative. 
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V. SECURITY & PRIVACY: References 
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VI. RESEARCH FUNDAMENTALS 

Our first-order applications of method-development and testing concentrate on one complex 
pervasive cyber-physical system, namely, the smart grid for electric power systems. However, the 
problems addressed are generic in form, and the methods we have developed have wide-ranging 
applications. 

6.1. NIST as “Laboratory” 

Of the many powerful contributions provided by NIST over the years, we find its role as a 
“laboratory’ to be extremely important and understated. As such, the specific features of this 
“laboratory” serve well as a “test-bed” for the Proof-of-Concept case focusing on cybersecurity 
policy of a smart grid as a cyber-physical system. 

The Proof-of-Concept draws entirely on the conceptual model developed by NIST and on related 
NIST directives and documents. This case analysis is selected because of: 

a) Smart grid salience throughout the industry and society,  

b) Complexity as a cyber-physical system, and the opportunity to build on the extensive 
work done by NIST,  

c) Excellence as a domain of research on analytics for cybersecurity policy of cyber-physical 
systems, and  

d) Importance for “NIST as a Laboratory.”  

The policy complex is the Cybersecurity Framework (CSF) [1], including its directives. As noted, 
CSF is mandatory in the public sector and greatly encouraged for the private sector. CSF 
directives provide tools to enable policy implementation. However, the mission-specific or 
industry-specific application is left to the user—with only general guidance provided by CSF 
directives. 

NIST as “Laboratory” enables us to:  

a) develop analytics for cybersecurity policies and guidelines,  

b) assist in understanding the full implications of the guidelines, and  

c) provide methods to facilitate use of CSF in diverse contexts and applications. 

In addition to Project analytics, we developed practical uses for making it easier to use the 
Cybersecurity Framework. 

6.2. Practical Uses 

Here we signal four practical uses of research and results so far: 
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6.2.1. Data Linkages  

One: The full value of CSF is difficult to capture given the set of intervening tasks required and 
the distributed nature of the database. CSF points to what has to be done and why, but not how. 
It is up to the user to work through the process outlined by CSF. Pointers to steer users to other 
documents are provided. 

In this case, the practical use is created by providing a method to streamline access to, and use 
of, essential data required to implement the security-related actions required by CSF. Because 
CSF points to a number of individual documents hosting different directives, the users’ task is to 
identify and make connections among them as needed.  

Moreover, modifications and updates by NIST on the content of key intervening documents 
require users, in turn, to0 identify the updates, and to determine requirements for change. 

6.2.2. Metrics & Measures 

Two: Given that policy documents and directives are conveyed in text form – in linear sequential 
order – it is common practice to retain information in that form alone. We developed a method to 
transform text into metrics so that we can to deal with numerals as well not just letters.  

The practical use is compelling: metrics and measures enable more precision, with more 
flexibility in scale and scope of analysis, than can ever be done with the text form. This in itself 
takes away much of the built-in ambiguity of policy documents. Since the method is portable, it 
can be applied to all forms of policy texts – irrespective of issue area or domain.  

6.2.3. Models & Network Analysis 

Three: The reference model for the NIST Smart Grid as a cyber physical system is notable. This 
model is derived from the metrics and measures embedded in the Design Structure Matrix (DSM) 
representation of the descriptive text for the NIST Conceptual or Reference Model of smart grid 
as an example. 

Unexpected and exogenous disruptions of data-at-the-source, noted earlier, created the need 
to “re-do” research steps previously completed. In such cases, revision is a necessity not a 
choice. 

6.2.4. Updates and Value Added 

Four: The fifth revision (Rev.5) of NIST 800:53, provides new formal connections, or interfaces, 
between multiple sources of “raw” data central to the Proof-of-Concept.  

In addition, Rev.5 couples very closely the controls and control families to security and privacy. 
As such, Rev.5 also raised important question about the implications of this new version of 800:53, 
in terms of current NIST perspectives and priorities pertaining to security. Such a reassessment 
is essential for understanding changes in the overall policy landscape for cybersecurity policy of 
cyber-physical systems. 
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6.3. Security and Privacy  

More specifically, 800:53 Rev.5 is called upon or required. Rev.5 affects all earlier analyses with 
respect to: 

• Data linkage process           

• Information on security controls and control families 

In addition, Rev.5 demonstrates: 

• An unexpected entanglement between the Security and the Privacy controls, and control 
families, thereby creating new challenges, even ambiguities, 

And creates: 

• Data-based signals that, for security and privacy purposes, “everything is related to 
everything else”. 

We noted earlier that the “re-do” created additions to the research design. The empirical 
research design is augmented by: 

(a) providing added validation to the process, 

(b) expanding the domain uses of our research, and  

(c) creating value-added for the use of the Cybersecurity Framework (CSF). 

As noted, the “re-do” addresses serious challenges to the “reversing the arrows” principle and to 
the first-order validation strategy for our research design. 

The most notable challenge pertains to the process of from the user final-requirement and back 
up the chain of sequence to the “As-Is” system model. By necessity, that situation requires the 
use of 800:53 Rev.5 and adapted to the reversal of the sequence shown in Figure 5.1 earlier. 

Recall that constructing the DSM is critical for transforming text into metrics. By necessity, we re-
construct the DSM with the NIST 800:53 Rev.5. 

6.4. Policy Analytics in Parts 

It should be evident by now that one Part of the research design focuses on analytics for the 
cyber-physical system itself. Another Part is on analytics for cybersecurity policies and 
directives. 

Both Parts share a common process that must be applied to each side separately because the 
data are distinct. Here we review and we simplify the process of Text-to-Model. 

• Text to Data 

• Data to Metrics 

• Metrics to Model 

Part I generates the proof-of-concept model that provides the platform or system that is linked to 
Part II. 
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Part II identifies empirically the logical interfaces for the system “As Is” that, in turn, connect to 
CSF directives. These directives consist of: 

i. Impact levels for each Confidentiality, Integrity, and Availability security 

objective (C-I-A), 

ii. Vulnerability levels in terms of impact, 

iii. Security Requirements based on Impact level for each C-I-A security objective,  

iv. CSF functions based on Impact level. 

Part III pertains to connectivity. And this brings us to the next challenge. 

6.5. Linking the Parts 

The major task in the “re-do” involves testing and re-testing the construction of the Design 
Structure Matrix (DSM) with 800:53 Rev.5. This is the one document that provides the 
connection across the “re-do” activities required.  

The result is displayed in Figure 6.1. The basic network model shows an individual actor 
represented by a node; and the logical interface between any two actors is an edge between the 
two actors. This Figure presents an actor-neutral view, so to speak, to demonstrate the overall 
system architecture and to serve as the reference case. 

 

Figure 6.1: Network Model - Basic Reference Case 
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The “re-do” process, requires us to identify the differences between Rev.5 and Rev.4 for 
purposes of:  

a) Understanding the content and implications of the “re-do” 

b) Establishing the new connection between the Parts. 

The “re-do” enables us to proceed with confidence, and:  

c) Identify critical control points for each node and logical interface based on the: 

a. Centrality of nodes based on logical interfaces. 

b. Calculation and consolidation of impact scores for each C-I-A security objective. 

d) Situate and consolidate security requirements for each C-I-A security objective. 

e) Create representations of additional data generated in (c) and (d) for both DSM and 
network views.  

The validated “re-do” shows a clear result, noted earlier, namely that privacy and security controls 
are heavily dependent on each other, thus creating “noise” in the focused analysis of security 
controls. 

6.6. High Salience Network View 

The network model in Figure 6.2, based on the DSM, is generated by ForceAtlas logic algorithm 
of Gephi 0.9.2 software [2] [3]. Here the use of this algorithm produces a spatially structured 
network, where nodes repulse each other, akin to charged particles, while edges attract their 
nodes, like springs. Jointly they converge to a balanced state.  
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Figure 6.2: Eigenvector centrality-view of actors in Reference Model 

Source: Derived from Design Structure Matrix in Figure 4.3 

 

Operationally, this process situates each node based on the location of other nodes, and depends 
only on the connection between nodes. Here, the position of a node cannot be defined on its own; 
it can be determined only when compared to the others in the system. 

Figure 6.3 lists the rules with the greatest centrality distilled from the system-wide view in Figure 
6.2 above. For convenience we also identify each rule and chapter. 
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Figure 6.3 Actors in system model with highest Eigenvector centrality  

Source: Derived from Figure 6.2 

Further, NISTIR provides the impact level on a logical interface category for each of the three 
security objectives. This information is transferred to a logical interface. This is then followed by 
an aggregation to the for highest impact level if a logical interface belongs to more than one 
category.  

Figures 6.4a – 6.4c show the results for each of the C-I-A security objectives. And Figure 6.5 is 
an aggregation, a summary of the results for the three security objectives. As a re minder, in these 
Figures the following holds: 

• Node represents an actor 

• Node color represents the domain to which the actor belongs 

• Node size represents the centrality of the node. 

• Edge represents the logical interface connecting the two actors. 

• Edge color {Green, Orange, Red} represents the impact level {Low, Moderate, High} 
respectively on a logical interface. 

Brief inferences are appended to each Figure to assist in highlighting elements of relevance.
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Logical Interfaces with High Impact Logical Interfaces with Moderate Impact 

  

Logical Interfaces with Low Impact  

 

 
Figure 6.4a: Network Model – Identifying impact level for 
Confidentiality security objective 
 
 
Note the paucity of moderate impact, and the salience of low 
impact. 
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Logical Interfaces with High Impact Logical Interfaces with Moderate Impact 

  

Logical Interfaces with Low Impact  

 

 
Figure 6.4b: Network Model – Identifying impact level for 
Integrity security objective 
 
 
Logical interfaces with high impact are dominant throughout 
the entire system – with the exception of several interfaces 
with moderate impact. The absence of low impact interfaces is 
noteworthy. 
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Logical Interfaces with High Impact Logical Interfaces with Moderate Impact 

  

Logical Interfaces with Low Impact  

 

 
Figure 6.4c: Network Model – Identifying impact level for 
Availability security objective 
 
High and moderate impact levels are more apparent than low 
impact interfaces. 
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Confidentiality Integrity 

  

Availability  

 

Figure 6.5: Network Model – Summary of Impact Level 

Source: Aggregated from Figures 6.4a -6.4c 
 
 
The summary impact levels appear to override any distinctions 
apparent at the individual C-I-A requirement. 
Prepared by Gaurav Agarwal [aka Gaurav] 
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VII. INTEGRATED VULNERANILITY IMPACTS 

Missing so far is a net assessment of vulnerability impacts for the logical interfaces across 
three dimensions and three levels of intensity. We now turn to the consolidation and integration 
of impact analysis. The task is to generate one net vulnerability score based on Common 
Vulnerability Scoring System (CVSS). 

7.1. Toward Consolidated System Vulnerability Impacts 

CVSS provides a way to capture the principal characteristics of a vulnerability. It is an open 
framework for communicating the characteristics and severity of system vulnerabilities. CVSS 
produces a numerical score—ranging from 0 to 10—reflecting its severity based on: 

• Impact metrics—based on Confidentiality Impact, Integrity Impact, Availability Impact—
on reflect the direct consequence of a successful exploit and represent the consequence 
to the target that suffers the impact. 
 

• Exploitability metrics reflect the ease and technical means by which the vulnerability can 
be exploited. 

 
Figure 7.1 shows the consolidation of analysis and results in Figure 6.5 for Impact levels of 
system vulnerabilities into one integrated system view, with all nodes as “equal.” 

 

Figure 7.1: Proof-of-Concept: NIST Smart Grid: Edge impact level based on 
CVSS 3.0 

Figure 7.2 shows the centrality or salience metric for each node in the Proof-of-Concept – that is 
the NIST conceptual model of smart grid electric power system. 
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Figure 7.2: Proof-of-Concept: NIST network model edges impact level based on 
CVSS 3.0 

Prepared by Gaurav Agarwal [aka Gaurav] 

The differences among node-salience in the system as a whole may be of greater relevance to 
user or operator – depending on defined goals.  

7.2. Assessment of security requirements for logical interfaces 

The focus now is on security requirements as stated in NISTIR 7628 (item ④ in Figure 3.5) that 
are derived from NIST SP 800:53 (item ② also in Figure 3.5. These security requirements are 
categorized into three types: 

1. Governance Risk and Compliance: The intent is to address challenges at the 
organization level. GRC requirements, while centered around policy, procedure, and 
compliance-based activities, may include technical implications. It may be necessary to 
augment these organization-level requirements for different types of organizational 
security structures, specific logical interface categories, and/or smart grid information 
systems. 

2. Common Technical Requirements: The common technical requirements are applicable 
to all of the logical interface categories.  

3. Unique Technical Requirements: The unique technical requirements are allocated to 
one or more of the logical interface categories.  
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Figure 7.3 aggregates the count of unique security requirement for each logical interface in a 
DSM format. 

 

Figure 7.3 DSM of aggregated for unique technical security requirements of all 
security objective, applicable on a logical interface category 

Figure 7.4 shows the aggregated count of unique technical security requirements, for all 
security objectives, applicable on a logical interface category. These views are derived from the 
DSM in Figure 7.3. 

The next segment, Section VIII, highlights key elements of a protocol for cybersecurity policy 
analytics of cyber-physical systems.
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Confidentiality Integrity 

  
Availability  

 

 
 
Figure 7.4: Aggregated count of unique technical security 
requirements for all security objective, applicable on a 
logical interface category 
Source: Based on Figure 7.3  
 
Note the system-wide similarity of Integrity and Availability for 
aggregated count of unique technical security requirements, for 
all security objectives, on a logical interface category. 
Prepared by Gaurav Agarwal [aka Gaurav] 
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VIII. PROTOCOL of POLICY ANALYTICS for 

CYBERSECURITY 

It is difficult to overestimate the complexity of developing and implementing cybersecurity policies 
for cyber-physical system when the policy texts are distributed, in different formats, and appear 
somewhat ambiguous. While considerable advances have been made toward cohesion and 
coherence, directives remain rather conceptual and descriptive, and for the most part seemingly 
underspecified.  

This situation continues to create a dilemma for policy analysis as well as implementation –
especially for specifying with some confidence what is to be done, why, when and where as well 
as how. 

We address the dilemma by developing a multimethod data-based approach to support policy 
analytics for metrics and network models to assist the user in practical ways. At this point we 
revisit select segments of materials reported earlier to provide a more coherent and integrated 
perspective. 

8.1. Capturing Value of Policy 

Again, full value and implementation of CSF for the Proof-of-Concept can be difficult to capture 
given: 

a) the details and complexity of the conceptual smart grid NIST model, 

b) the set of intervening tasks that are required, 

c) the distributed nature of policy documents, 

d) the burden on users to manage (a) to (c) and, therefore,  

e) the need to create an integrated on-demand method for access to relevant 
information. 

In short, given that directives for implementation of CSF (① in Figure 3.5 are distributed across 
several individual documents, each hosting different guidelines, the user’s task is to identify and 
make connections among them as needed. Moreover, modifications and updates by NIST on the 
content of key documents require users, in turn, to identify the updates and determine 
requirements for making changes to their initially integrated database. 

Operationally, we create a suite of analytics-for-policy with operational methods to: 

• Transend constraints of policy-as text, 

• Transform text into metrics, 

• Construct models of the system-state (the test case) based on system metrics, 

• Connect models to implementation directives, 

• Enable effective linkages among policy directives for cybersecurity, and 

• Target specific “directive” to specific system problem-point. 



 

 58 

Each item in the set usually consists of several individual but interconnected steps. So our 
approach is designed as end-to-end, enabling user-determined focus on Whole-system or on 
select properties of the Whole.  

We can begin with the system-as-is (i.e., the system model), and go through the process of 
implementing the Cybersecurity Framework with its diverse directives located in the different 
documents that provide implementation details. Alternatively, we can begin with the 
Cybersecurity Framework and its directives to identify and locate security requirements and 
then work toward application to the test-case system “As-Is”. 

Each “path” requires access to, and use of, interconnected directives, located in different policy 
documents, and involves a set of specific tasks. The “devil is in the details”. 

CSF points to what has to be done and why. CSF also points to where the critical information is 
located in the distributed policy ecosystem. The user must work through the directives outlined 
by CSF for the system of interest; when is a function of the research design, as is how. 

8.2. Cybersecurity Framework (CSF) 

Recall that the Proof-of-Concept of analytics for cybersecurity policy is the application of the NIST 
Cybersecurity Framework to the NIST conceptual model of smart grid system for electric power 
systems. All information pertaining to that case is derived from NIST’s conceptual mode, itself 
based on expert panel conclusions. 

8.2.1 Data Base 

Here we refer once more to Figure 3.5 presented earlier and the nine policy documents that serve 
as the raw data for different phases of the overall Project. Each policy document is 
autonomous—i.e., on a standalone basis. Depending on the particular needs of the user—in 
terms of mission, industry, or other—drawing on diverse documents can be a necessity, not a 
choice. 

Recall also that the number connected to each autonomous directive in Figure 3.5 (on core policy 
documents for "Text-to-Data”) serves as an identifier for its use in the research design. Note, 
again, that some documents are (i) sector independent (ii) others pertain only to the test case, 
smart grid system, and (iii) still others are applicable more generally. 

The research design requires the construction of operational linkages among data pertaining to 
system state and CSF policy features, noted earlier: 

• System State, “As-Is,” focusing on system actors and activities (labelled as nodes) and 
logical interfaces between, 

• Security Objectives, as stated by NIST, 

• Impact Level on nodes and logical interfaces, 

• Properties of logical interface(s) between two nodes, 

• Vulnerability Class of each node and logical interface, and 

• Security Requirements for nodes and logical interfaces. 
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Earlier we presented the results for the computed network model of the NIST Conceptual Smart 
Grid as a cyber-physical system (see Figure 4.6). The model is derived from the metrics and 
measures embedded in the Design Structure Matrix of the NIST model, also shown earlier in 
Figure 3.5, referenced here to assist in situating the elements in Figure 5.1 for illustrative 
purposes.   

8.2.2 Security Requirements 

At this point, the challenge is to Identify CSF security requirements and connect them to properties 
of the Proof-of- Concept model. Note the document identifiers for each step below: 

a. Implement the connectivity protocol for application of CSF to the enterprise or system, 
using information in ①, ④ & ②; 

b. Determine the technical, governance, compliance, and risk security requirements (from 
④ & ②) for each logical interface, for H, M, L impact levels; 

c. Identify the Cybersecurity Framework directives relevant to the Proof-of-Concept case 
using between documents ① and ④; 

The expected value is to assist and enable the user, enterprise, or analyst, to implement CSF 
directives (and related requirements in ②, ⑦, and ⑨). 

8.3. Distributed Policy Ecosystem 

The nine policy texts for this Project, in Figure 3.5, are shown once more in Figure 8.1 but 
distributed across different steps of the research design. Recall that Figure 3.5 puts forth three 
sets of policy documents (each with directives and/or specified functions).  
 

• Documents 1 – 3 pertain to CSF and supporting documents for its use.  

• Documents 4 – 6 pertain to the Proof-of-Concept.  

• Documents 7 – 9 have broad relevance and cover the entire sweep of cybersecurity 
initiatives.  

The relevance of Figure 8.1 at this point is not only that that it situates the key texts along the 
trajectory of the research design, but it also identifies the specific variables, associated with every 
operational function, at each step.  
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Figure 8.1: Sequence of Resort to Policy Texts 

 

In a different vein, Figure 8.2 shows a highly stylized view of sequence in the application of CSF 
It is presented here for largely contextual purposes. 
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Figure 8.2: Stylized sequence of CSF Application 

 

8.4. Operational Linkage System  

By way of review, three important results require emphasis at this point: 

One: The entire design process is completed and implemented it “top down”, so to speak – i.e. 
starting from the system-state (in Figure 4.1). 

Two: The operational information-linkages among documents that are essential for use, and/or 
implementation of CSF are completed.  

Three: The initial pass through “bottom up” starts with the properties of the Cybersecurity 
Framework (step 6 in Figure 8.1) and then proceeds with application of the design back to the 
system-state (step 1).  

Figure 8.3 focuses on a process tracing of system structure and linkages for policy. The Figure 
shows the pathways in the research design for implementation of CSF. Note the identifiers of 
individual policy documents, type of policy directive, and connection to system feature. 



 

 62 

 

Figure 8.3: Process Tracing: Operational view of data-linkage method 

Summarized by Gaurav Agarwal [aka Gaurav] 

 

The process tracing, in Figure 8.3, illustrates the step-by-step sequence in the research design. 
The lineage of Figure 8.3 can be traced to Figure 3.1, Figure 4.1 and Figure 5.1. As such, it is 
evident why and how the process tracing in Figure 8.3 highlights the operational tasks.  

The next Section of this Compilation presents an added high-level perspective on the method 
and approach. 

  

Page 31

Analytics for Cyber-Physical System Cybersecurity: Policy-Governed Secure Collaboration 
• Year 1 Progress Report • Prepared for SoS Quarterly Meeting, July, 2019

• Nazli Choucri • July 9-10, 2019 • © MIT, 2019.

3

Operational View of 

Data Linkage Method
Domain Actor Logical Interface

connects twobelongs to

Interface Category

belongs to

2
has

Vulnerability 
Family Class

Exploitability
Metric Score

Vulnerability

belongs to

1

Domain

belongs to

Actor Logical Interface

connects two

Interface Category

belongs to

Impact
Metric Score

C, I & A Security 
Objectives

Impact Level

has has

h
a
s

Domain

belongs to

Actor Logical Interface

connects two

Interface Category

belongs to

Impact
Metric Score

C, I & A Security 
Objectives

Impact Level

has has

h
a
s

a
p

p
ly

 to

Critical Infrastructure 
Protection Plan

Security 
Requirements

Security & Privacy 
Controls

maps to maps to

influences

4

Domain

belongs to

Actor Logical Interface

connects two

Interface Category

belongs to

Impact
Metric Score

C, I & A Security 
Objectives

Impact Level

has has

h
a
s

a
p

p
ly

 to

Critical Infrastructure 
Protection Plan

Security 
Requirements

Security & Privacy 
Controls

maps to maps to

c
ro

s
s
w

a
lk

b
e
tw

e
e
ninfluences

has
Vulnerability 
Family Class

Exploitability
Metric Score

Vulnerability

belongs to

impact

5

Domain

belongs to

Actor Logical Interface

connects two

Interface Category

belongs to

Impact
Metric Score

C, I & A Security 
Objectives

Impact Level

has has

h
a
s

a
p

p
ly

 to

Critical Infrastructure 
Protection Plan

Security 
Requirements

Security & Privacy 
Controls

maps to maps to

c
ro

s
s
w

a
lk

b
e
tw

e
e
ninfluences

has
Vulnerability 
Family Class

Exploitability
Metric Score

Vulnerability

belongs to

impact

NIST CSF
sub-categories

NIST CSF            
core functions

Risk Management 
Framework

Cyber Capability 
Maturity Model

belongs to

refer to

refer to

refer to

c
ro

s
s
w

a
lk

b
e
tw

e
e
n

6

Security 
Requirements

As-is 

System State

System 

Vulnerabilities

Security Objective 
& Impact Levels

Mission Specific 
Requirements

Link to

Vulnerabilities



 

 63 

 

IX. REVIEW and AUDIT of POLICY ANALYTICS: 

END NOTE 

This Section serves as a review of method and approach, and concludes with an “audit” of the 
research process. 

9.1. Policy Problem 

The overarching problem-area is three-fold: 

One: Cybersecurity policies are developing faster than their implementation, but 
seemingly slower than emergent cyber threats. 

• The lag is due in large part to barriers for user-access to guidelines. Operational directives 
often are located in different documents across the policy eco-system. 

• Barriers of any type reduce the value of policies to protect systems (and users) from known 
vulnerabilities in their operations. 

Two: Policies are usually articulated and presented in text form. 

• Text means word after word, sentence after sentence etc. This form impedes precision 
and effective targeting to guidelines for “solution” of system “problem”. 

• Capturing the value of policy depends on the precise representation of system-state as 
well as an accurate understanding of existing vulnerabilities and attendant impacts. 

Three: Such situations require new operational solutions that can become “routine” and 
“normal”. 

• Analytics for policy must target specific “directives”, or solutions at specific system 
problem-point. 

• Effective targeting requires the application of an operational process at each step in a 
suite of analytics-for-policy. 

The policy problem is not restricted to cybersecurity policies for cyber-physical systems. It is 
generic, relevant to all policy domains. Yet some elements in the solution strategies can be 
customized for specific contexts. 

9.2. Operational Challenges 

At the onset we recognized three “high level” challenges, the resolution of which is central to the 
research design. 
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First, to be rendered compliant with the CSF, system domains and the relevant properties must 
be identified clearly. This is essential in order to “map” the appropriate CSF directive on to the 
intended system property.  

• The challenge is to create a representations of system properties in metric terms to create 
a system model.  

Second, while for the most part the CSF directives are clearly stated and rich in details, as noted, 
the essential information is distributed across the entire cybersecurity policy ecosystem.  

• The challenge is to reduce the burden on users for locating specific directives of relevance. 

Third, is to align CSF directives with the system model as accurately as possible.  

• The challenge is to address all system properties, at all levels of aggregation, and in all 
policy-relevant detail. 

In sum, the operation of effective analytics for policy depends on the precise representation of 
system-state as well as accurate understanding of the existing vulnerabilities. At the onset, we 
recognized three “high level” challenges, the resolution of which is essential for the research 
design and the proof-of-concept. 

9.3. Brief Highlights 

The following Highlights focus on sequence of critical steps and expected results. Central to the 
entire enterprise is managing the dependency structures among directives and guidelines: 

First, we begin with the Proof-of-Concept, the generic NIST conceptual model of smart grid for 
electric power systems as test-case, and: 

• Create the system structure from the NIST model by its conversion to a Design Structure 
Matrix. 

• Generate metrics of system properties from the DSM – and interconnections among 
properties – in order to generate a data-based representation. 

• Transform the metrics-system into a network model of the test-case. 

• Apply statistical methods to explore the significance of structural properties for the 
system model (i.e., actors, domains and interfaces). 

Second, we focus on the Cybersecurity Framework for applications of the security objectives 
and requirements to the test case; and 

• Identify the vulnerabilities of the system-As-Is in order to situate the security objectives 
and requirements. 

• Determine the impacts of vulnerabilities following CVSS, aggregating vulnerabilities 
across system domains. 

• Locate the security requirements for different security objectives. 
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• Connect the security objectives and security requirements to the intended targets across 
system domains and properties.  

Third, we identify and map the process tracing from the dependency structure among the critical 
documents in the relevant policy ecosystem, in Figure 3.5 earlier, and differentiate between 
sector-specific directives and those of general application for cybersecurity policy. 

We also signal in diagram form, how these documents bear on the Proof-of-Concept case, and 
identify each of the relevant the specific guidelines or variables (Figure 8.3). 

9.3.1. Profile of the “Proof-of-Concept” Study 

Figure 9.1 below shown the key elements of the linkage process for vulnerabilities and security 
requirements 

 

Figure 9.1: Aligning vulnerabilities and security requirements to the features of the 
Proof-of Concept system. 
Summarized by Gaurav Agarwal [aka Gaurav] 

The research design requires the construction of data sources and linkages for operational 
connections between (a) the system state and (b) the CSF policy features. By now, the list of 
steps noted frequently, and reported most recently in Section VIII, is very familiar.  

9.3.2. Principles of Practice 

Here we identify the three basic principles that create confidence in both process and product. 
These also serve as an “insurance policy” for effective use of time, resources, and skills.  
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One: Pre-test the method employed at every step, in order to identify problems, unanticipated 
barriers, or miscalculations or errors in the research design – and resolve these in advance. 

Two: Post-test each step after completion, as relevant, by reversing the process.  

Three: Demonstrate portability, by applying the core methods to issues, challenges, or cases 
beyond the focus, framework, or purpose of the Proof-of-Concept, to determine stand-alone 
robustness. 

These are principles of choice – for purposes of assuring the quality of research. They are not set 
in formal obligations. 

9.3.3. Utility to the Enterprise 

Here we highlight some specific elements of utility to an enterprise. 

The approach allows the enterprise to identify the particular categories and elements of the NIST 
Cybersecurity Framework [1] that are applicable to specific logical interface and actors (based on 
informative references between NIST CSF and security controls of NIST SP800:53 Rev.5) [2] to 
assist in prioritizing the enterprise use of its resources to: 

a. Create domain/actor/logical interface specific cybersecurity micro-profiles, and 

b. Aggregate individual micro-profiles into an enterprise-level macro-profile. 

As such, the method facilities the assessment of cybersecurity vulnerabilities and requirements. 
The enterprise profile will be more quantitative as well as traceable because it can be linked to 
the current implementation state of selected security controls NIST SP800:Rev.5 [2]. The result 
is to: 

a. Strengthen current implementation assessment of its cybersecurity profile. 

b. Improve future implementation based on completion security controls that are applicable 
to its cybersecurity profile but not yet implemented. 

Overall, this work enhances enterprise risk management because it allows for: 

a. Use of standard-based sources and approach (such as NIST Risk Management 
Framework [3], and Cyber Vulnerability Scoring System, CVSS, Ver.3.1 [4], and 
quantification of cybersecurity vulnerably 

b. Determination of vulnerability impacts as well as their quantification.   

All the above must be put to the test by the enterprise and to evaluate how best to proceed in an 
operational mode.  

9.4. Audit of Analytics 

The Audit-of-Analytics process consists of four key Imperatives introduced in this Project 
designed to enable the conduct of robust research for replicable results. These are defined as: 

• Coordinates of Design 

• Policy Data for Cybersecurity  
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• Anchors for Analytics 

• Challenges of the Unexpected 

We now address each Imperative: 

9.4.1. Coordinates of Design 

The coordinates of the Project research design consists of four general properties, plus one that 
carries some particular dilemmas. Each property is framed in comparative and binary idiom – that 
is (a) vs. (b). The purpose below is to address each of these coordinates.  

• Theory vs. Data 

The Project is framed almost entirely by data. In fact, “data” itself is a central, if not core, focus. 
At the same time, we find it necessary, even essential, to focus on theory in two distinct ways, 
namely, (a) theory for construction of data base and (b) theory for analysis of constructed data 
base. 

• Data vs. Metrics 

A range of challenges are involved in the process of identifying and collecting the relevant “raw” 
policy data. The challenge is to transform text data into organized structure, and to convert 
descriptors into for metrics, while at the same time: (a) retain the integrity of the source content, 
and (b) provide means for metric verification and validation.  

• Metrics vs. Methods 

Metrics are based on descriptors of organized structure derived from the “raw data”. Effective use 
of metrics begins with methods, followed by applications, replications, and validation, and the like 
– all to provide metrics accuracy. In this Project, we differentiate among methods by context, as 
follows: 

(i) Method of the research design 

(ii) Method for collection of data,  

(iii) Method in generation of metrics, and  

(iv) Method for analysis of metrics. 

Each of (i) – (iv) is based on different criteria, depending on the system model, or the task at hand. 

• Methods vs. Models 

Methods refer to “tools” used to generate metrics (per the above). Metrics are basic and essential 
inputs for the construction and use of models.  

Overall, this the Proof-of-Concept draws largely on three modes and models of method: 

(i) Design structure matrix as input for network model;  
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(ii)  “By hand” deep-description linkages of content linkages across distributed policy 
documents; and  

(iii) Operational mapping policy linkages to properties of cyber-physical system. 

Again, these can be used jointly or on a stand-alone basis – depending on user needs.  

• Process vs. Products 

The dilemma at this point, is that, for some purposes, process and products can be merged, but 
for other purposes these must remain separate. This distinction is not articulated nor is it 
anticipated in the research design, rather it evolves as a pragmatic matter.  

9.4.2. Policy-Data for Cyber-Physical Systems 

The second Audit Imperative focuses on the text form of the “raw data”, and identifies specific 
operational properties that jointly define the research initiative.  

• Policy System vs. Cyber-Physical System 

Establishing connections between (a) policy directive, (b) cyber-physical system and (c) linkages 
between (a) and (b) is about data alignment. 

Given that the challenge is to bring policy to bear on cyber-physical systems, we devote more 
attention to the properties of the cyber-physical system than to the logic of policy. We now 
recognize that we can give more attention to the complexity of the policy domain and less to the 
cyber-physical system model. 

• Conceptual vs. Empirical 

A related feature of the second Imperative is the distinction between conceptual and empirical 
sources of data as reported in NIST 7628.  

The research proceeds with the understanding that the conceptual model is created at the source 
and serves as “raw data” to represent the cyber-physical system. Thus, what is considered 
fundamental to system operations has already been defined by NIST 7628.  

• Empirical vs. Operational 

The value-added at this point is the successful construction of an operational model for the cyber-
physical system, based on its properties framed in empirical terms. 

• Operation vs Implementation 

Implementation here refers to the value-added or net utility of modelling the system structure for 
the overall research design.  

On the one hand, we construct data and metrics based on information in NIST 7628 conceptual 
representation of smart grid cyber-physical system. On the other hand, the full utility of such 
representation is contingent on applications of direct policy interventions to the system itself. We 
recognize this important difference. 
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• Implementation vs Validation 

The implementation and validation of the research design carry a two-fold challenge: 

(i) implementation of cyber-physical system, as well as validation, may be achieved by 
effective application of methods to other systems; 

(ii) implementation for policy and directives, by contrast, as well as validation remain 
contingent on completion of the policy-cyber-physical system linkages.  

9.4.3. Anchors for Analytics  

The third Imperative of the audit system focuses on a six research anchors, termed as such since 
are also “stand alone” segments designed to support both logic and process for the overall 
Project. 

• System of Policies vs. System of Operations 

The most notable feature of the Project design is captured by the differences between (a) policies 
and directives (b) cyber-physical systems operations, and (c) the linkage mechanisms that relate 
(a) and (b) – to enable application, implementation, and validation.  

• Whole vs. Partial Design 

Here we define “Whole” as a stand-alone system of the research design, and “Partial” as an 
element within the “Whole”. This distinction helps to identify and situate the functions of 
aggregation and disaggregation. 

• Parsing “Pieces”  

Connected, but not identical to the above, is parsing, defined to mirror the first Audit Imperative, 
namely coordinates of design. This element is pervasive throughout and greatly assists 
researchers to identify key features of coordinates as needed. 

• System vs. Network 

While these terms can commonly be seen as mirror images, identical, or overlapping, here we 
draw an important distinction. System refers to the model representation of the cyber-physical 
entity of interest. Network refers to the transformation of the model into a network of actors and 
interfaces.  

Recall that network representations of the cyber-physical system test case allow analysts to 
situate vulnerabilities, salience, and impacts. 

• Metrics vs. Statistics 

At the onset of this audit, we addressed the matter of metrics. Here we highlight our use of the 
common understanding of statistics as a method applied to metrics. The metrics signaled here 
represent the cyber-physical system; and the statistical analysis focuses on the distinguishing 
features of relevance to the test-case. 
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• Static vs. Dynamic 

The Proof-of-Concept research design highlights policies and cyber-physical systems – both 
framed in static terms. At the same time, we recognize the importance of embedded dynamics. 
One of the cases we use for validation purposes -- reported in a companion Compilation -- 
demonstrates “feedback dynamics”, a hidden feature embedded in system properties and 
apparent only with deep network analysis.  

9.4.4. Challenges of the Unexpected 

The last part of this audit-of-analytics identifies the issues or dilemmas not anticipated in the 
initial research design or in the first round of investigations. These include: 

• Policy vs. Policy Ecosystem 

• Centralized vs. Distributed Directives 

• Reporting vs. Results 

• “The Devil is in the Details” 

It turned out that these issues are actually defining features of the very “reality” that we set out to 
examine. For this reason, they become added and persistent challenges: 

• Policy vs. Policy Ecosystem  

Our initial focus on NIST 7628 takes into account a wide range of system features included 
therein. As we dig deeper, it becomes clear that this document is foundational for the system “As-
Is”. The shift of focus from policy to policy ecosystem is due to the distributed nature of the policy 
directives.  

Early on, we report the results of our work to build the entire policy ecosystem to capture directives 
and guidelines designed to connect cybersecurity policies to the Proof-of-Concept case. Then, as 
introduced in Section V, we come across a necessary “re-do” created by a new version of a key 
policy document. 

• Centralized vs. Distributed Directives 

By necessity, a corollary of the above is the need to deal with, and manage, a rather vexing 
feature of the policy ecosystem. Guidelines and directives are distributed across different 
documents. The user is responsible for identifying, linking, and integrating the new message. 

This means that a massive data compilation must be undertaken in order to identify system 
features and policy targets. A similar must be done to connect policy to target points in the cyber-
physical system.  

• Reporting vs. Results 

Throughout the Project period, the practice is to report accomplishments for each quarter. In this 
process, the distinction between reporting accomplishments and highlighting results is often 
blurred or difficult to make.  
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This ambiguity is especially problematic when “accomplishments” are part of the process that 
leads to “results”. As noted earlier, the accomplishments reported at each stage are processes or 
products that are necessary to generate the next set of results. 

• “The Devil is in the Details” 

As a data-based and method-driven Project, we rapidly encounter the experience of “drowning in 
data” given the complexity of the policy ecosystem.  

The sheer volume and micro-level details surrounding each individual guideline, for any one 
“actor” in the cyber-physical system, is daunting. In the absence of prior theoretical or conceptual 
logic, we resort to “sorting out” by “deep description”, as a prelude to the use of metrics. 

9.5. Companion Compilation 

This Compilation is focused on a “Proof-of-Concept” case. Concurrently a set of unrelated cases 
are undertaken as validation checks for the entire process off metricization – from initial text form 
all the way to the network model. These stand-alone cases, and the results, are reported in a 
companion Compilation venue. 

The purpose of the companion Compilation is to guard against embedded bias during the phases 
of text-to-data, data-to-metrics, and metrics-to-model. By engaging in, and addressing, very 
diverse empirical cases, we generate insights and information that helps us consider the potential 
impact, if any, of case-context in the course of research-conduct.  
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