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 Focus of earlier work

- Development of
» Safety architectures
> Arguments
» Runtime risk assessment

e Current work

- Safety performance
Indicators

- Assurance case
update



Static vs Dynamic Assurance

* Traditional assurance cases are static  Dynamic Assurance

- Design time assurance > Safety Architectures

' i «  Model for risk t
- Establish a level of confidence to approve a odel Tor risk assessmen

i - Th | is insight, not b
system for service e goal is insight, not numbers

* Linking design to operations
- Arguments should not be frequently updated

» Argument update after operation - Argument was
invalid to begin

» Runtime risk assessment models

» Safety performance metrics and indicators
* Relate to event and barrier risk levels

 Dynamic assurance * Relate to other assurance artifacts
- Confirmation in operation that safety / - Need to define what is updated, when, and how
assurance baseline is maintained (or improved) frequently

- Need a computable notion of assurance > During missions (inner loop)

. Safety Architectures » Between missions (outer loop)

» (Compositions of) event-chain / barrier models connected to
safety targets a.k.a. target level of safety (TLOS)



Dynamic Assurance Case Concept

Multi-viewpoint, multi-artifact, model-based
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Linking Assurance Cases to Safety Processes

TLOS

Function-level
Design Safety Target

System/Subsystem/Item
level Design Safety Targets

Assurance levels

v v

Safety Performance
Measures / Metrics

/ Indicators \
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Dynamic Assurance and Update Concept

e System - Assurance
Case Interface

Measure and modulate
safety performance in
operation

Ensure system stays within
approved risk baseline

Operational verification of
established safety
performance targets

Triggers for
runtime/dynamic
assurance and
corresponding updates
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Environment change

System change

Interface change

Assurance Case change



Motivating Example - Autonomous Taxiing

e TaxiNet System

- Autonomy Pipeline
Runway Centerline > Wing mounted camera

B side siripe >~ Deep convolutional neural network for perception

* Provides estimate of cross-track error and heading
error from camera images

» Controller to actuate/steer aircraft

Estimated
lateral offset

.......... . - True lateral offset

posttion srror — RIS - Safety
| > Avoid lateral runway excursion
» L Allowed lateral offset * Do not exceed allowed lateral offset
VAN - Performance
ey - o - ,\ » Do not stop too often
Taxiing requirement: +x meters from centerline with 2¢ confidence > Follow centerline within allowed lateral offset for

duration of taxiing



Runtime Risk Assessment

» Trained in clear and overcast e
weather conditions SR
- LEC follows centerline : Bz
e Anomaly: @ -
- Runway intersection without %0~ ST i
centerline

Uncertain position on Runway

e Assurance visualization

- Forecast of uncertainty (confidence)
in true CTE

- Pr(Offset Violation) ; | ‘
- Input anomaly detection

Initial
roliout

Lookahead time
g

- Contlngency aCtIOH Left m 225m15m 07'5mce0rr‘7t1er07'5m15'm 225m B:n Right

Cross Track Error (CTE)
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Runtime Risk Assessment

* Trained in clear and overcast o Assurance Measure
conditions
Zos
* Anomalies: £ 04
- LEC veering off centerline 0.2
- Obscured centerline 0.0

|CTE| <= 3m

- Shadows

Uncertain position on Runway

e Assurance visualization

- Forecast of uncertainty (confidence)
in true CTE

- Pr(Offset Violation)
- |Input anomaly detection !

Initial
rollout

Lookahead time

; L L] T L] L} T T EI
H H Left 3m 225m 15m 0.75m Om 0.75m 15m 225m 3m Right
- Contingency action e

Cross Track Error (CTE)
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Evidence Model

4 requires

Status: pending

<4 requires

™ AssuranceMeasure-simTesting-
ConfusionMatrix

Purpose: Demonstrates valloly and accuracy of
assurance measure outputs vi.r.t.

expected state of AUV assurance properties
Type: analytical
Version: 0.1
Status: pending

i requires

AssuranceMeasure-simTesting
OutOfDistribution

Purpose: Demenstrates that assurance
measure outputs are uncertain for out-of-
distribution

AUV state input
Type: simulation
Version: 0.1
Status: pending
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HeadingChangeVerification BoundedSpeedReductionV| [Bounded RangeVerification
Purpose: Verification of heading erification Purpose: Verification that for all
change = — outputs of the RL controller, itis
Type: formal_verification ::;gzs:eaz‘;{;:ﬁamn ctbounced never the case that the range to the
Version: 0.1 5 P surveilled object > range limit of the

: Type: formal_verification ¢
Status: pending Version: 0.1 side look sonar

Type: formal_verification
Version: 0.1
Status: pending

< requires

|: hybridRLcontrollerModel

Purpose: Input for hybrid system
model verifier

Type: mathematical_modelling
Version: 0.1

Status: pending

requires

AssuranceMeasure-simTesting-

InDistribution g

Purpose: Demonstrates that assurance measure is
valid and consistent with the ex

system outputibehavior for in-distribution AUV
state input
Type: simulation
Version: 0.1
Status: pending

Evidence

dependencies

Design-time

" Evidence

RuntimeAUVState = OUT-OF-

Conditional

DISTRIBUTION

anomalyDetectionHistory-
OutOfDistribution-AUVStatelnput

Purpose: Demonstrates detection of out-of-
distribution AUV state inputs to the control LEC
Type: data

Version: 0.1
Status: pending

4 createdFrom

BNNAssuranceMeasure

an object

- Type: mathematical_modeliing
-~ Version: 0.0
Status: obtained_and_to_be_verified

Purpose: Quantifies uncertainty in the range to

v detected in the forward path of the AUV

& isPartOf

2 DISTRIBUTION
-

Runtime Condition

_ RunimeAUVState = IN- ™

anomalyDetectionHistory-
InDistribution-AUVStateInput

Purpose: Demonstrates detection of in-
distribution AUV state
inputs to the control LEC
Type: data
Version: 0.1
Status: obtained_and_to_be_verified

. createdFrom

[BNNAssuranceMeasure-|
OutlierDetection-State

Purpose:

< crealedFrom 4 requires

" RuntimeAUVState
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4 crgatedFrom

Type: ical_modelling
Version: 0.0
Status: pending

<4 requires

TrainingAUVState

Purpose:

Type: data
Version: 0.0
Status: pending

4 createdFrom

10



Metamodel

Indicator

Assurance

T

Duration

Threshold

Metric

Artifact

T

T 1

Argument
Node

Evidence

Requirement

Y

—

Measure

Expression

Claim

Assumption

* Measures: Directly observable parameters of the system or environment

* Metrics: Computed value based on measures and other metrics

* Indicator: Target value that a metric reaches in a given duration

- Safety performance indicators




Operational Safety Management System

» Safety Management System

- The formal, top-down, organization-wide approach to managing safety risk and
assuring the effectiveness of safety risk controls. It includes systematic procedures,
practices, and policies for the management of safety risk. (FAA Order 8000.369)

e Operational SMS
- Collection of indicators, each of which is associated with an assurance artifact
- Complies with structure of dynamic evidence model



Defining Metrics

#(Approach on final where
(altitude < required altitude) or
(sink rate < required sink rate)

1 (Low final approach)

Likelihood: A
(Frequent)
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Likelinood: A

(Frequent)

E2 (High final
approach)

‘ HA1 (Autonomous

vsual landng)

E4 (Landing short of runway)
IL: B (Probable)

IS: 2 (Hazardous)

IRL: 2B (High)

#(Short landings per 10K landings)

B3 (Landing Decision) (B3 (Landing Decision)

RL: B (Probable)
RS: 2 (Hazardous)
RRL: 2B (High)

C3 (Go around decision at
decision height)

C4 (Go around decision
below decision height)

/-/ E3 (Unstable
landing attitude
on final)

Barrier Integrity: 0.72 Barrier Integrity: 0.72

IRL: 2A (High)

RRL: 2A (High)

@

E5 (Unstable landing
attitude on fare)

IL: B (Probable)

IS: 2 (Hazardous)

#((Flares where 6-DOF
parameters are outside required

B1 (Thurst modulation)

IRL: 2B (High)
RL: B (Probable)
RS: 2 (Hazardous)

ranges) per 10K landings)

C1 (Maintain airspeed by
increasing thrust)

RRL: 2B (High)
@

B4 (ML Localization)

Barrier Integrity: 0.9

C6 (Navigation state
estimation)

(B2 (Attitude correction) B4 (ML Localization)
C2 (Raise pitch attitude C5 (Keypoint
and hold altitude) estimation)

Barier Integrity: 0.8 Barier Integrity: 0.81

Barrier Integrity: 0.81

#(Altitude violations from top
of descent till entry on final in
10s intervals)
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#(Nav. State Estimation failure
conditions per 10s intervals
over descent duration)
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Defining Metrics

Intersection-over-Union Value for

C35

Environment types for
verification: simulation
environment, real but

controlled environment, real
and unconstrained

environment

[TBD Intersection over
union (loU) threshold
value for runway instance

bounding box estimates over 10s
intervals for test data

C36

P oY YOy

/
- The real and controlled
: verification environment is
representative of the expected

Keypoint R-CNN ML item

May 11, 2023

Characterization of
real and controlled
verification

environment

operational environment for the

T~
N

Cs4

—

G101
[loU-based mAP generalization guarantee]
The mAP for the Keypoint R-CNN ML item in
deployment is no worse than its mAP during
development determined from verification in
different environment types

/ cas
Definition of intersection over

union (loU)-based mean

average precision (mAP)
performance metric for the
Keypoint R-CNN ML item

et Al =
= .
P The mAP = [TBD mAP value] N
for the Keypoint R-CNN ML

item is representative of
sufficient accuracy for runway

Localization accuracy: Deviation
between estimated 6-DOF and IRS
based 6-DOF < Threshold

estimates over 10s intervals

Mean average precision for
6-DOF estimates over 10s

segmeptation} instance segmentation
S26 A
Decomposition over
environment types for
verification
r
/—‘r—*—-\
— A3 ~~
The simulation environment is G53 G52
sufficiently representative of The Keypoint R-CNN ML item The Keypoint R-CNN ML item
the expected operational mAP = TBD from verification in a mAP = TBD from verification in a
environment for the Keypoint. simulation environment real but controlled environment
Mean average L4
\ 4 P = precision for 6-DOF
G51 .
Expected operational estimates over 10s

The Keypoint R-CNN ML item mAP
=TBD from verification in a real
and unconstrained environment

environment for the
Keypoint R-CNN ML
item

2

intervals from
simulation
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intervals from flight tests

1 Mean average precision over 6-DOF



Implementation in AdvoCATE

Threshold

Architecture Element

E3: True CTE =
maximum allowed
offset

E3: True CTE 2
maximum allowed

E3: True CTE =
maximum allowed | O

false.

3: True CTE =

maximum allowed | 0 | false
offset

Metric Description Definition Threshold Assurance Artifact Value | Status . f .
RO ST OVNG W08 = e Example metrics for autonomous taxiing example
oodimglp inputs to TaxiNet during Count (imgOutlier = TRUE) 0 E11: Qutlier image input to
e in mission time t TaxiNet
taxiing
rofi i T i .
incorrCTEcom NL::r::‘e u?atir::; de:rtirf: E Count (taxinetError = 0 E10: Inaccurate TaxiNet
P P = 9 TRUE) in mission time t computation of CTE
taxiing
rofi T ¢ =
incorrCTEo: Nl::t?;a?esr:;?nrf:tt::l; Count (cteEstimateError = 0 E7: Incorrect CTE estimate sent
P A i TRUE) in mission time t to controller
controller during taxiing
cteViolations Number of CTE violations Count (cteViolation = 2 E3: True CTE = maximum . . . . . .
during taxing TRUE) I mistlon Yima ¢ sllowed stiset Metrics Visualization, connected to Simulations
Count (cteViolation =
cteViolations5s Number of CTE violations TRUE) from first 1 E3: True CTE = maximum
over a 5 second interval occurrence for the next 5 allowed offset
seconds Dynamic Risk Dashboard Reset
: Number of PID controller | Count (pidError = TRUE) in et Description
pidErr h x \picErmor ) 0 ES: PID controller error l“ Number of CTE Count cte_nominal = 0) in
errors during taxiing mission time t L/ cteviolations | vigiarions during taxiing mission time t
g Simulation input e more than'3 CTE. | Countct.vilation.frequent.3 =
. Number of loss of control Count (loc = TRUE) in E4: Loss of control of lateral cuovitatonss | s cvrs o ime | i it
locLatTraj of lateral trajectory events mission time t 0 trajactory ot B ctenominal 50 [ [Cloar Simulation top interval
during taxiing e o waonts | Nomberat taingan
ross track error within nominal bounds 9 9
Number of loss of control | Count (loc = TRUE) from E4: Loss of control of lateral ' oeedtuctons [ Mmberfspend | countspeed ramioat =0
locLatTraj5s of lateral trajectory events first occurrence for the 0 % trajectory 0 false i
for the next 5 seconds next 5 seconds s @ cte_nominal TRRatSm]
fo s Number of taxiing drift | Count (taxiDrift = TRUE) in E1: True CTE >> 0.5 (Runway | I L il
taxiDrift s ¥ P A 2 . | R R R N Mt B I e
events during taxiing mission time t width) Tne
ioput 10 Timestamp _|vaie
: Number of lateral runwa Count (excursion = TRUE : simulation Input e-smalunless_cte_closd
latExcursions : : o, it (excursion ) 0 E2: Lateral runway excursion false e e
excursions during taxiing in mission time t veuic [ cteviolations B = Clear Simulation i
— - e vilation frequent_3 | 1626030188514] O
. Numbt_zr of lateral runway | count (excursion = TRUE) ) . . Number of CTE Violations during taxiing e tsassatore s T
latExcursionsT excursions over all taxiing in operational lifetime T 1 E2: Lateral runway excursion 0 false K Speed_nominal__| 1625030187576 1
runs s e violation frequent_3 | 1626030187514] O
gt tenomnal___| 1625030187513 1
e otondoney | Count (brake = TRUE) in . T | P e
cminvok manager invocations during mission tima.t 0 B1: Contingency management ' e ausila]] 1626080188614] O
(axiing BT R e e T ™ cte_nominal 1625030186513 1
Re violtion frequent 3 | 1625030185512
. nt {[(loc = T AN en Simulator Table — e small_unless_cte_close
Number of contingency ?;:RL(E(F?LSE)?%E [(IocD pr— e e Trostasotazaiil T
H 1 R . 1 New Sinilation cte_nominal 1625030185513 1
== manager faflures uring | ” - FALSE) AND (brake = B | I ol ok e | [ e o] o
s TRUE)]} in mission time t vy (e B gt L I ;
Count [(cteVioIation = - Open Simulation Table ‘speed_nominal Numeric Nosewheel speed within nominal ctenominal 020030182508] 1
. Number of speed E3: True CTE = maximum en Simulation Feed Table e smallunless_cte_close v
speedReductions P TRUE) AND (brake = 2 coensmistenfees ! Specdnominal _| 1625030183504| 1

reductions during taxiing
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TRUE)] in mission time t

allowed offset

verview [Process [azards [Requirements [Safety Architeture [Safety Architecture Analytics | Arguments [Patterns [Too [Evidence [Trade Tres |BYRBHIERIR]
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Implementation in AdvoCATE - Metrics Visualization

File Edit Window Help

o P ®|
& R sas-rbds Dashboard 53 = =h
,%’ Dynamic Risk -2 E
g &
& &

\Z
O
bds-btd: v Run: | SROT ~ StartSimuIalionRunk

Input/Metric chart

imulation Run

Metric v countAttitudeCorrectionFail V| | Clear Simulation |50 v

Number of times attitude correction failed during mission

Input/Metric chart

Metric v | countMLLocaliznFail v | | Clear Simulation |50 v
Number of times perception-based localization failed over the last 10 seconds
10
g i L L
4 L L L L i
e
0
0 1 e 3 4 5 ] 7 8 9 10 " 12 13 14 15 16 17 18 19 20 2 2 23 4 22 2 27 28 29 33 AN 2 3 3 3% ¥ 3IF 3}/ 9 0 N 42 43 4 &5 6 47 48 43 850
Time
Inputs Metrics Simulation Runs
type filter text type filter text type filter text NewSimalation
7o e Description e Description "V 4 Simulation Name: sas-rbds-btdsim, Location: location location, P... .
& SRO1 values: 0 New Simulation Run
countLowFinalApch Average duration of low final in the last 10 seconds 5
trendLowFinalApch Trend of low final approach from the first occurrence ... 4+ SR11values: 0 Copy
countThurstincrease Number of times thrust increase s invoked during mi... + SR2lvalues 0 ——
countAttitudeCorrectionFail Number of times attitude correction failed during mis... Open Siimidlation Tatile

countAttitudeCorrectionFailOnDe Number of times attitude correction was unavailable ...
meanTimeBetwLandDecisionFail Average time to Failure of Landing Decision over the |...
countMLLocaliznFail Number of times perception-based localization failed... Delete

Open Simulation Feed Table
countUnstableAttitude Duration of unstable attitude in the mission since first...

Overview |Process | Hazards | Requirements | Safety Architecture | Safety Architecture Analytics | Arguments | Patterns | Tools | Evidence | Trade Trees | Dynamic Risk
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Dynamic Argument Update

* Linking arguments and argument
update to
- Assurance measures
- Dynamic metrics

* Deciding what to monitor and update

- Operational claims (and evidence) vs.
Design-time claims and evidence

- Reflected in assurance architecture as
events, escalations, and mitigations

* Conditional evidence specification on
solution nodes using DSL

- e.g., monitored signal received for last 3
time steps
» %X% != null for 3

- e.g., AUV control LEC inputs for current
time step are out of distribution

>~ State of random variable in anomaly detection
component of assurance measure < threshold
%snon_conf%s < 20



Dynamic Argument Update

* Confidence visualization

- Stoplight node coloring
> Red: Very Low / No confidence

» Green: Very High / Full confidence
: Uncertain

* Confidence propagation as color
propagation rules

- Apply node coloring to conditional evidence
based on monitored data

- Parent node color based on conditional
evidence, and argument structure

e Simple propagation rules

- AND structure: Goal - Strategy = (Sub-goals)
» Parent goal is green only if all child goals are green

» Parent goal is orange if k/n child goals are orange
or green, and none of the n-k child goals are red.

» Parent goal is red if k/n child goals are red and
none of the n-k child goals are green (permissive)

» Parent goal is red if any child goal is red (strict)

* Alternative visualizations and rules

Confidence categories / intervals

Colors spectrum o« uncertainty (probability
density) / Belief mass

e.g., Evidential (Dempster-Shafer) theory
Subjective logic



Implementation in AdvoCATE - Dynamic Argument Update

9 [/ @ <o

e Assured visual
landing

May 11, 2023
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= landingDecisionError B

B
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[ J CP23-AM — bash — 48x30
bash-3.2§ python cp23am.py

=
n2 28 M =
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Implementation in AdvoCATE - Dynamic Bow Ties

File Edit Window Help

g Sy D Quick Acc
& 3 sas-rbds Dashboard & E3-1Bow Tie [ Simulation Feed \ =8 | g
B

Reset | | Start New Simulation Run

& . R4
- Input ID Run Timestamp Value G

3 =3
o= =

sas-rbds-btdsim




Dynamic Update to Risk Assessment

* Pr(c) = p : Allocated event probability
- pis an expected upper bound

- Equivalent to m observations of event Cin N
missions or simulation runs

- Observations of C could be direct or inferred
via some metric M(C)
» M(C)=m
» Pr(c)=p=m/N

e Let metric threshold T =1t

- Number of additional observations of the
state of event C to be made in k subsequent
missions / simulation runs

* p ideally constant across all missions

-m/N=(m+t)/(N+k)>t=kim/N) >
t=kp

» Update rules for events

- No updates necessary when observed M(C) <

Nearest integer(t)

- Otherwise
» Updated Pr(c)=p’=(m +t)/(N + k)
> Updated T for k” subsequent runs =t’ = k' p’

* Similarly for barriers B;

* Estimate residual risk for Pr(e) based on

updates to Pr(c) and Pr(b,)



Risk-based Decision Support

* Pr(c) and Pr(b;) unchanged or decrease * Pr(c) unchanged, Pr(b;) changes
- Pr(e) unchanged or decreases - Some barriers underperform, some perform as expected,
»  Validates risk assessment others perform better than expected
» Design may be more conservative than necessary - Pr(e) increases but < TLOS
- Pr(e) increases but < TLOS » Improve underperforming barriers
> Design is incomplete » Re-allocate safety targets fixing integrities of performant barriers
- Pr(e) increase > TLOS - Pr(e) increases > TLOS
» Design is unsafe, cease operation » Design likely unsafe; Reassess risk and introduce new mitigations /
re-design
* Pr(C) and PI’(b,) bOth Increase » Cease operation

- Pr(e) increases but < TLOS

* Pr(c) increases, Pr(b;) unchanged
» Either improve Pr(b;) to reduce Pr(e) to previous level

- Pr(e) increases but < TLOS

» Either improve Pr(b;) to reduce Pr(e) to previous level, or accept risk

» Extent of improvement determined from re-allocation of safety target
» Or Accept risk
- Pr(e) increases > TLOS

» Design likely unsafe, cease operation

» Extent of improvement determined from re-allocation of safety target

- Pr(e) increases > TLOS

» Design likely unsafe; Reassess risk and introduce new mitigations /

» Reassess risk and introduce new mitigations / re-design re-design



Next Steps

e Consistency of metrics

- Horizontal: w.r.t. TLOS
- Vertical: refinement

* Defining update/change process based on observations

- System Update

» Changes to hazard mitigations, safety performance requirements
- System - Assurance Case Interface

» To metrics/measures/indicators

> Associated monitors

» Corresponding safety mitigations / contingency management mechanisms
- Assurance Case

» Record evidence of effectiveness

» Changes to safety architecture, argument, and other assurance artifacts



Conclusions and Extensions

* Dynamic assurance cases

- Closing the loop between design and operations
» Performance measures
» Assurance measures
» Record design decisions
» Update assurance case (arg + arch)

 Map decisions into updated assurance case
- ALARP, ASARP

e Extend safety model with
- Barrier/control dependencies
- Repair of barriers (replace, retire, modify)

 Further automation

- Monte Carlo simulation to generate test cases
for assurance case

- Generate structure of monitor model from safety
architecture

- Scenario generation — learn model parameters
from sim

- Training workflows
- Generate field test plans

e Future application to wildfire mitigation
using UAS
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