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Hinting strategies: 
Initial prompt describes the generic 
planning problem and the representations. 
Iteratively for each of LLM’s candidate 
solutions: 

• Collision hints
• Longest correct subpath
• Free space hints
• Visual / picture hints
• Fine-tuning

Path planning problem: 
Find a sequence of waypoints in from the initial set to the 
goal set that does not collide with any of the obstacles. 
We used 12 problems from literature and dozens of 
randomly generated problems and tried to solve them with 
3 LLMs and iterative hints

(1) With hints LLMs can solve the moderate 
problems, but not the harder problems

(2) More hints better, but just collision is a lot 
better than no hints; images did not help. 

(3) Fine-tuning helped marginally and 
improves the quality of the solutions.

Summary. Good plans need global reasoning, and bad plans can be easily identified.  Can Large Language Models, as approximate knowledge 
repositories, with the aid of solvers that can point out mistakes, be used to effectively solve hard planning problems? Our experiments with 3 
LLMS (GPT4-0, Gemini Pro, Claude Sonnet), finetuning, and 3 types of hinting, including visual hints, suggest otherwise.
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