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• Investigate the suitability of recently 

developed techniques in the 

intersection of pre-trained generative 

models and formal methods for 

synthesizing verifiable strategies for 

sequential decision-making. 

• Demonstrate the utility in examples 

of protocols for preserving security 

and/or privacy.

• Refinement (automated or human-

in-the-loop) guided by the outcome 

of verification

Secure multi-party computation Connecting to a virtual private network 

after the 

initial query

Verification: The initial automaton does 

not act “decrypt data” when the data is 

encrypted.

Final automaton 

after several 

refinement steps.
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