
@inproceedings{Abolhasanzadeh2015,
Abstract = {The continuous advances in technology is the reason of integration of our lives and 

information systems. Due to this fact the importance of security in these systems increases. Therefore, the 
application of intrusion detection systems as security solutions is increasing year by year. These systems 
(IDSs) are considered as a way of protection against cyber-attacks. However, handling big data constitutes 
one of the main challenges of intrusion detection systems and is the reason of low performance of these 
systems from the view of time and space complexity. To address these problems we have proposed an 
approach to reduce this complexity. Our approach is based on dimensionality reduction and the neural 
network bottleneck feature extraction is considered as the main method in this research. We have conducted 
several experiments on a benchmark dataset (NSL-KDD) to investigate the effectiveness of our approach. 
The results show that our approach is promising in terms of accuracy for real-world intrusion detection.},
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@inproceedings{Alom2015,
Abstract = {With the advent of digital technology, security threats for computer networks have increased 

dramatically over the last decade being much bolder and brazen. There is a great need for an effective 
Intrusion Detection System (IDS) which are intelligent specialized system designed to interpret the intrusion 
attempts in incoming network traffic. Deep belief neural (DBN) networks proved to be the most influential 
deep neural nets and generative neural networks that stack Restricted Boltzmann Machines. In this paper, 
we explore the capabilities of DBN's performing intrusion detection through series of experiments after 
training it with NSL-KDD dataset. The trained DBN network now identifies any kind of unknown attack in 
dataset supplied to it and to the best of our knowledge this is first comprehensive paper performing intrusion 
detection using deep belief nets. The proposed system not only detect attacks but also classify them in five 
groups with the accuracy of identifying and classifying network activity based on limited, incomplete, and 
nonlinear data sources. The proposed system achieved detection accuracy about 97.5{\%} for only fifty 
iterations that is state of art performance compare to the existing system till today for intrusion detection.},
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@article{Anselmi2016,
Abstract = {The present phase of Machine Learning is characterized by supervised learning algorithms 

relying on large sets of labeled examples (. n??????). The next phase is likely to focus on algorithms 
capable of learning from very few labeled examples (. n???1), like humans seem able to do. We propose an 
approach to this problem and describe the underlying theory, based on the unsupervised, automatic learning 
of a "good" representation for supervised learning, characterized by small sample complexity. We consider 
the case of visual object recognition, though the theory also applies to other domains like speech. The 
starting point is the conjecture, proved in specific cases, that image representations which are invariant to 
translation, scaling and other transformations can considerably reduce the sample complexity of learning. 
We prove that an invariant and selective signature can be computed for each image or image patch: the 
invariance can be exact in the case of group transformations and approximate under non-group 
transformations. A module performing filtering and pooling, like the simple and complex cells described by 
Hubel and Wiesel, can compute such signature. The theory offers novel unsupervised learning algorithms for 
"deep" architectures for image and speech recognition. We conjecture that the main computational goal of 
the ventral stream of visual cortex is to provide a hierarchical representation of new objects/images which is 
invariant to transformations, stable, and selective for recognition-and show how this representation may be 
continuously learned in an unsupervised way during development and visual experience.},
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@article{Bartos2016,
Abstract = {New and unseen polymorphic malware, zero-day attacks, or other types of advanced 

persistent threats are usually not detected by signature-based security devices, fire-walls, or anti-viruses. 
This represents a challenge to the network security industry as the amount and vari-ability of incidents has 
been increasing. Consequently, this complicates the design of learning-based detection systems relying on 
features extracted from network data. The problem is caused by different joint distribution of observation 
(features) and labels in the training and test-ing data sets. This paper proposes a classification sys-tem 
designed to detect both known as well as previously-unseen security threats. The classifiers use statistical 
feature representation computed from the network traf-fic and learn to recognize malicious behavior. The 
rep-resentation is designed and optimized to be invariant to the most common changes of malware 
behaviors. This is achieved in part by a feature histogram constructed for each group of HTTP flows (proxy 
log records) of a user visiting a particular hostname and in part by a fea-ture self-similarity matrix computed 
for each group. The parameters of the representation (histogram bins) are op-timized and learned based on 



the training samples along with the classifiers. The proposed classification system was deployed on large 
corporate networks, where it de-tected 2,090 new and unseen variants of malware sam-ples with 90{\%} 
precision (9 of 10 alerts were malicious), which is a considerable improvement when compared to the current 
flow-based approaches or existing signature-based web security devices.},
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On the other hand, anomaly- based IDS systems are designed to detect wide range of network anomalies 
including yet undiscovered attacks, but at the expense of higher false alarm rates [8].
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Abstract = {Spatial Principal Component Analysis (PCA) has been proposed for network-wide anomaly 

detection. A recent work has shown that PCA is very sensitive to calibration settings. Unfortunately, the 
authors did not provide further explanations for this observation. In this paper, we fill this gap and provide the 
reasoning behind the found discrepancies. We revisit PCA for anomaly detection and evaluate its 
performance on our data. We develop a slightly modified version of PCA that uses only data from a single 
router. Instead of correlating data across different spatial measurement points, we correlate the data across 
different metrics. With the help of the analyzed data, we explain the pitfalls of PCA and underline our 
argumentation with measurement results. We show that the main problem is that PCA fails to capture 
temporal correlation. We propose a solution to deal with this problem by replacing PCA with the Karhunen-
Loeve transform. We find that when we consider temporal correlation, anomaly detection results are 
significantly improved.},
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@article{Buczak2015,
Abstract = {This survey paper describes a focused literature survey of machine learning (ML) and data 

mining (DM) methods for cyber analytics in support of intrusion detection. Short tutorial descriptions of each 
ML/DM method are provided. Based upon the number of citations or the relevance of an emerging method, 
papers representing each method were identified, read, and summarized. Because data are so important in 
ML/DM approaches, some well-known cyber data sets used in ML/DM are described. The complexity of ML/
DM algorithms is addressed, discussion of challenges for using ML/DM for cyber security is presented, and 
some recommendations on when to use a given method are provided.},
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@article{Cheng2012,
Abstract = {Detecting attacks disguised by evasion techniques is a challenge for signature-based 

Intrusion Detection Systems (IDSs) and Intrusion Prevention Systems (IPSs). This study examines five 
common evasion techniques to determine their ability to evade recent systems. The denial-of-service (DoS) 
attack attempts to disable a system by exhausting its resources. Packet splitting triestochop dataintosmall 
packets, so that a system may not completely reassemble the packets for signature matching. Duplicate 
insertion can mislead a system if the system and the target host discard different TCP/IP packets with a 
duplicate offset or sequence. Payload mutation fools a system with a mutative payload. Shellcode mutation 
transforms an attacker's shellcode to escape signature detection. This study assesses the effectiveness of 
these techniques on three recent signature-based systems, and among them, explains why Snort can be 
evaded. The results indicate that duplicate insertion becomes less effective on recent systems, but packet 
splitting, payload mutation and shellcode mutation can be still effective against them.},
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@article{Fiore2013,
Abstract = {With the rapid growth and the increasing complexity of network infrastructures and the 

evolution of attacks, identifying and preventing network abuses is getting more and more strategic to ensure 
an adequate degree of protection from both external and internal menaces. In this scenario many techniques 
are emerging for inspecting network traffic and discriminating between anomalous and normal behaviors to 
detect undesired or suspicious activities. Unfortunately, the concept of normal or abnormal network behavior 
depends on several factors and its recognition requires the availability of a model aiming at characterizing 
current behavior, based on a statistical idealization of past events. There are two main challenges when 
generating the training data needed for effective modeling. First, network traffic is very complex and 
unpredictable, and second, the model is subject to changes over time, since anomalies are continuously 
evolving. As attack techniques and patterns change, previously gained information about how to tell them 
apart from normal traffic may be no longer valid. Thus, a desirable characteristic of an effective model for 
network anomaly detection is its ability to adapt to change and to generalize its behavior to multiple different 
network environments. In other words, a self-learning system is needed. This suggests the adoption of 
machine learning techniques to implement semi-supervised anomaly detection systems where the classifier 
is trained with "normal" traffic data only, so that knowledge about anomalous behaviors can be constructed 
and evolve in a dynamic way. For this purpose we explored the effectiveness of a detection approach based 
on machine learning, using the Discriminative Restricted Boltzmann Machine to combine the expressive 
power of generative models with good classification accuracy capabilities to infer part of its knowledge from 
incomplete training data. ?? 2013 Elsevier B.V.},
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a nonparametric method is not based on any known
form or distribution of the sample observations and consequently
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@article{Garcia-Teodoro2009,
Abstract = {Anomaly detection IDS systems and platforms Assessment a b s t r a c t The Internet and 

computer networks are exposed to an increasing number of security threats. With new types of attacks 
appearing continually, developing flexible and adaptive security oriented approaches is a severe challenge. 
In this context, anomaly-based network intrusion detection techniques are a valuable technology to protect 
target systems and networks against malicious activities. However, despite the variety of such methods 
described in the literature in recent years, security tools incorporating anomaly detection functionalities are 
just starting to appear, and several important problems remain to be solved. This paper begins with a review 
of the most well-known anomaly-based intrusion detection techniques. Then, available platforms, systems 
under development and research projects in the area are presented. Finally, we outline the main challenges 
to be dealt with for the wide scale deployment of anomaly-based intrusion detectors, with special emphasis 
on assessment issues.},
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@misc{Ghorbani2010,
Abstract = {Intrusion Detection and Prevention is a rapidly growing field that deals with detecting and 

responding to malicious network traffic and computer misuse. Intrusion detection is the process of identifying 
and (possibly) responding to malicious activities targeted at computing and network resources. Any hardware 
or software automation that monitors, detects or responds to events occurring in a network or on a host 
computer is considered relevant to the intrusion detection approach. Different intrusion detection systems 
provide varying functionalities and benefits. Network Intrusion Detection and Prevention: Concepts and 
Techniques provides detailed and concise information on different types of attacks, theoretical foundation of 
attack detection approaches, implementation, data collection, evaluation, and intrusion response. 
Additionally, it provides an overview of some of the commercially/publicly available intrusion detection and 
response systems--Cover.},
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@article{Hansman2005,
Abstract = {Attacks over the years have become both increasingly numerous and sophisticated. This 

paper focuses on the provisioning of a method for the analysis and categorisation of both computer and 
network attacks, thus providing assistance in combating new attacks, improving computer and network 
security as well as providing consistency in language when describing attacks. Such a taxonomy is designed 
to be useful to information bodies such as CERTs (Computer Emergency Response Teams) who have to 
handle and categorise an every increasing number of attacks on a daily basis. Information bodies could use 
the taxonomy to communicate more effectively as the taxonomy would provide a common classification 
scheme. The proposed taxonomy consists of four dimensions which provide a holistic taxonomy in order to 
deal with inherent problems in the computer and network attack field. The first dimension covers the attack 
vector and the main behaviour of the attack. The second dimension allows for classification of the attack 
targets. Vulnerabilities are classified in the third dimension and payloads in the fourth. Finally, to demonstrate 
the usefulness of this taxonomy, a case study applies the taxonomy to a number of well known attacks. ?? 
2005 Elsevier Ltd. All rights reserved.},
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@article{Hawkins2002,
Abstract = {We consider the problem of finding outliers in large multi- variate databases. Outlier 

detection can be applied during the data cleansing process of data mining to identify problems with the data 
itself, and to fraud detection where groups of outliers are often of particular interest.We use replicator neural 
networks (RNNs) to provide a measure of the outlyingness of data records. The performance of the RNNs is 
as- sessed using a ranked score measure. The effectiveness of the RNNs for outlier detection is 
demonstrated on two publicly available databases. 1},
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@article{Hodo2017,
Abstract = {Intrusion detection has attracted a considerable interest from researchers and industries. 

The community, after many years of research, still faces the problem of building reliable and efficient IDS 
that are capable of handling large quantities of data, with changing patterns in real time situations. The work 
presented in this manuscript classifies intrusion detection systems (IDS). Moreover, a taxonomy and survey 
of shallow and deep networks intrusion detection systems is presented based on previous and current 
works. This taxonomy and survey reviews machine learning techniques and their performance in detecting 
anomalies. Feature selection which influences the effectiveness of machine learning (ML) IDS is discussed 
to explain the role of feature selection in the classification and training phase of ML IDS. Finally, a discussion 
of the false and true positive alarm rates is presented to help researchers model reliable and efficient 
machine learning based intrusion detection systems.},
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@article{Joshi2005,
Abstract = {Hidden Markov Model (HMM) based applications are common in various areas, but the 

incorporation of HMM's for anomaly detection is still in its infancy. This paper aims at classifying the TCP 
network traffic as an attack or normal using HMM. The paper's main objective is to build an anomaly 
detection system, a predictive model capable of discriminating between normal and abnormal behavior of 
network traffic. In the training phase, special attention is given to the initialization and model selection issues, 
which makes the training phase particularly effective. For training HMM, 12.195{\%} features out of the total 
features (5 features out of 41 features) present in the KDD Cup 1999 data set are used. Result of tests on 
the KDD Cup 1999 data set shows that the proposed system is able to classify network traffic in proportion to 
the number of features used for training HMM. We are extending our work on a larger data set for building an 
anomaly detection system.},
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@article{Kamyshanska2013,
Abstract = {Autoencoders are popular feature learning models because they are conceptually simple, 

easy to train and allow for efficient inference and training. Recent work has shown how certain autoencoders 
can assign an unnormalized "score" to data which measures how well the autoencoder can represent the 
data. Scores are commonly computed by using training criteria that relate the autoencoder to a probabilistic 
model, such as the Restricted Boltzmann Machine. In this paper we show how an autoencoder can assign 
meaningful scores to data independently of training procedure and without reference to any probabilistic 
model, by interpreting it as a dynamical system. We discuss how, and under which conditions, running the 
dynamical system can be viewed as performing gradient descent in an energy function, which in turn allows 
us to derive a score via integration. We also show how one can combine multiple, unnormalized scores into 
a generative classifier. Copyright 2013 by the author(s).},
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@article{Kandhari2009,
Abstract = {Anomaly detection is an important problem that has been researched within diverse 

research areas and application domains.Many anomaly detection techniques have been specifically 
developed for certain appli- cation domains, while others are more generic. This survey tries to provide a 
structured and comprehensive overview of the research on anomaly detection.We have grouped existing 
techniques into different categories based on the underlying approach adopted by each technique. For each 
category we have identified key as- sumptions, which are used by the techniques to differentiate between 
normal and anomalous behavior.When applying a given technique to a particular domain, these assumptions 
can be used as guidelines to assess the effectiveness of the technique in that domain. For each category, we 
provide a basic anomaly detection technique, and then show how the different existing techniques in that 
category are variants of the basic technique. This template provides an easier and more succinct 
understanding of the techniques belonging to each category. Further, for each category, we identify the 
advantages and disadvantages of the techniques in that category.We also provide a discussion on the 
computational complexity of the techniques since it is an important issue in real application domains. We 
hope that this survey will provide a better understanding of the different directions in which research has 



been done on this topic, and how techniques developed in one area can be applied in domains for which 
they were not intended to begin with},
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@article{Kantchelian2013,
Abstract = {In this position paper, we argue that to be of practical interest, a machine-learning based 

security system must engage with the human operators beyond feature engineering and instance labeling to 
address the challenge of drift in adversarial environments. We propose that designers of such systems 
broaden the classification goal into an explanatory goal, which would deepen the interaction with system's 
operators.$\backslash$r$\backslash$nTo provide guidance, we advocate for an approach based on 
maintaining one classifier for each class of unwanted activity to be filtered. We also emphasize the necessity 
for the system to be responsive to the operators constant curation of the training set. We show how this 
paradigm provides a property we call isolation and how it relates to classical causative attacks.$
\backslash$r$\backslash$nIn order to demonstrate the effects of drift on a binary classification task, we also 
report on two experiments using a previously unpublished malware data set where each instance is 
timestamped$\backslash$r$\backslash$naccording to when it was seen.},
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@inproceedings{Kim2016,
Abstract = {Due to the advance of information and communication techniques, sharing information 

through online has been increased. And this leads to creating the new added value. As a result, various 
online services were created. However, as increasing connection points to the internet, the threats of cyber 
security have also been increasing. Intrusion detection system(IDS) is one of the important security issues 
today. In this paper, we construct an IDS model with deep learning approach. We apply Long Short Term 
Memory(LSTM) architecture to a Recurrent Neural Network(RNN) and train the IDS model using KDD Cup 
1999 dataset. Through the performance test, we confirm that the deep learning approach is effective for 
IDS.},
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@article{Lakhina2004,
Abstract = {Detecting and understanding anomalies in IP networks is an open and ill-defined problem. 

Toward this end, we have recently proposed the subspace method for anomaly diagnosis. In this paper we 
present the first large-scale exploration of the power of the subspace method when applied to flow traffic. An 
important aspect of this approach is that it fuses information from flow measurements taken throughout a 
network. We apply the subspace method to three different types of sampled flow traffic in a large academic 
network: multivariate timeseries of byte counts, packet counts, and IP-flow counts. We show that each traffic 
type brings into focus a different set of anomalies via the subspace method. We illustrate and classify the set 
of anomalies detected. We find that almost all of the anomalies detected represent events of interest to 
network operators. Furthermore, the anomalies span a remarkably wide spectrum of event types, including 
denial of service attacks (single-source and distributed), flash crowds, port scanning, downstream traffic 
engineering, high-rate flows, worm propagation, and network outage.},
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@article{Lakhina2004a,
Abstract = {Anomalies are unusual and significant changes in a network's traffic levels, which can often 

span multiple links. Diagnosing anomalies is critical for both network operators and end users. It is a difficult 
problem because one must extract and interpret anomalous patterns from large amounts of high-
dimensional, noisy data.In this paper we propose a general method to diagnose anomalies. This method is 
based on a separation of the high-dimensional space occupied by a set of network traffic measurements into 
disjoint subspaces corresponding to normal and anomalous network conditions. We show that this 
separation can be performed effectively by Principal Component Analysis.Using only simple traffic 
measurements from links, we study volume anomalies and show that the method can: (1) accurately detect 
when a volume anomaly is occurring; (2) correctly identify the underlying origin-destination (OD) flow which 
is the source of the anomaly; and (3) accurately estimate the amount of traffic involved in the anomalous OD 
flow.We evaluate the method's ability to diagnose (i.e., detect, identify, and quantify) both existing and 
synthetically injected volume anomalies in real traffic from two backbone networks. Our method consistently 
diagnoses the largest volume anomalies, and does so with a very low false alarm rate.},
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@article{Lakhina2005,
Abstract = {The increasing practicality of large-scale flow capture makes it possible to conceive of traffic 

analysis methods that detect and identify a large and diverse set of anomalies. However the challenge of 
effectively analyzing this massive data source for anomaly diagnosis is as yet unmet. We argue that the 
distributions of packet features (IP addresses and ports) observed in flow traces reveals both the presence 
and the structure of a wide range of anomalies. Using entropy as a summarization tool, we show that the 
analysis of feature distributions leads to significant advances on two fronts: (1) it enables highly sensitive 
detection of a wide range of anomalies, augmenting detections by volume-based methods, and (2) it enables 
automatic classification of anomalies via unsupervised learning. We show that using feature distributions, 
anomalies naturally fall into distinct and meaningful clusters. These clusters can be used to automatically 
classify anomalies and to uncover new anomaly types. We validate our claims on data from two backbone 
networks (Abilene and Geant) and conclude that feature distributions show promise as a key element of a 
fairly general network anomaly diagnosis framework.},
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@article{Lakhina2004b,
Abstract = {Network traffic arises from the superposition of Origin-Destination (OD) flows. Hence, a 

thorough understanding of OD flows is essential for modeling network traffic, and for addressing a wide 
variety of problems including traffic engineering, traffic matrix estimation, capacity planning, forecasting and 
anomaly detection. However, to date, OD flows have not been closely studied, and there is very little known 
about their properties.We present the first analysis of complete sets of OD flow time-series, taken from two 
different backbone networks (Abilene and Sprint-Europe). Using Principal Component Analysis (PCA), we 
find that the set of OD flows has small intrinsic dimension. In fact, even in a network with over a hundred OD 
flows, these flows can be accurately modeled in time using a small number (10 or less) of independent 
components or dimensions.We also show how to use PCA to systematically decompose the structure of OD 
flow timeseries into three main constituents: common periodic trends, short-lived bursts, and noise. We 
provide insight into how the various constitutents contribute to the overall structure of OD flows and explore 
the extent to which this decomposition varies over time.},
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@article{Liao2013,
Abstract = {With the increasing amount of network throughput and security threat, the study of intrusion 

detection systems (IDSs) has received a lot of attention throughout the computer science field. Current IDSs 
pose challenges on not only capricious intrusion categories, but also huge computational power. Though 
there is a number of existing literatures to IDS issues, we attempt to give a more elaborate image for a 
comprehensive review. Through the extensive survey and sophisticated organization, we propose the 
taxonomy to outline modern IDSs. In addition, tables and figures we summarized in the content contribute to 



easily grasp the overall picture of IDSs.},
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@inproceedings{Ma2013,
Abstract = {Detecting outliers from big data plays an important role in network security. Previous outlier 

detection algorithms are generally incapable of handling big data. In this paper we present an parallel outlier 
detection method for big data, based on a new parallel auto-encoder method. Specifically, we build a 
replicator model of the input data to obtain the representation of sample data. Then, the replicator model is 
used to measure the replicability of test data, where records having higher reconstruction errors are 
classified as outliers. Experimental results show the performance of the proposed parallel algorithm. {\^{A}}
{\textcopyright} 2013 IEEE.},
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@article{McHugh2000,
Abstract = {In 1998 and again in 1999, the Lincoln Laboratory of MIT conducted a comparative 

evaluation of intrusion detection systems (IDSs) developed under DARPA funding. While this evaluation 
represents a significant and monumental undertaking, there are a number of issues associated with its 
design and execution that remain unsettled. Some methodologies used in the evaluation are questionable 
and may have biased its results. One problem is that the evaluators have published relatively little 
concerning some of the more critical aspects of their work, such as validation of their test data. The 
appropriateness of the evaluation techniques used needs further investigation. The purpose of this article is 
to attempt to identify the shortcomings of the Lincoln Lab effort in the hope that future efforts of this kind will 



be placed on a sounder footing. Some of the problems that the article points out might well be resolved if the 
evaluators were to publish a detailed description of their procedures and the rationale thatled to their 
adoption, but other problems would clearly remain.},
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@article{Ringberg2007,
Abstract = {Detecting anomalous traffic is a crucial part of managing IP networks. In recent years, 

network-wide anomaly detection based on Principal Component Analysis (PCA) has emerged as a powerful 
method for detecting a wide variety of anomalies. We show that tuning PCA to operate effectively in practice 
is difficult and requires more robust techniques than have been presented thus far. We analyze a week of 
network-wide traffic measurements from two IP backbones (Abilene and Geant) across three different traffic 
aggregations (ingress routers, OD flows, and input links), and conduct a detailed inspection of the feature 
time series for each suspected anomaly. Our study identifies and evaluates four main challenges of using 
PCA to detect traffic anomalies: (i) the false positive rate is very sensitive to small differences in the number 
of principal components in the normal subspace, (ii) the effectiveness of PCA is sensitive to the level of 
aggregation of the traffic measurements, (iii) a large anomaly may in advertently pollute the normal 
subspace, (iv) correctly identifying which flow triggered the anomaly detector is an inherently challenging 
problem. {\textcopyright} Copyright 2007 ACM.},
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@article{Shyu2003,
Abstract = {This paper proposes a novel scheme that uses robust principal component classifier in 

intrusion detection problems where the training data may be unsupervised. Assuming that anomalies can be 
treated as outliers, an intrusion predictive model is constructed from the major and minor principal 
components of the normal instances. A measure of the difference of an anomaly from the normal instance is 
the distance in the principal component space. The distance based on the major components that account 
for 50{\%} of the total variation and the minor components whose eigenvalues less than 0.20 is shown to 
work well. The experiments with KDD Cup 1999 data demonstrate that the proposed method achieves 
98.94{\%} in recall and 97.89{\%} in precision with the false alarm rate 0.92{\%} and outperforms the nearest 
neighbor method, density-based local outliers (LOF) approach, and the outlier detection algorithm based on 
Canberra metric.},
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@inproceedings{Tavallaee2009,
Abstract = {During the last decade, anomaly detection has attracted the attention of many researchers 

to overcome the weakness of signature-based IDSs in detecting novel attacks, and KDDCUP'99 is the 
mostly widely used data set for the evaluation of these systems. Having conducted a statistical analysis on 
this data set, we found two important issues which highly affects the performance of evaluated systems, and 
results in a very poor evaluation of anomaly detection approaches. To solve these issues, we have proposed 
a new data set, NSL-KDD, which consists of selected records of the complete KDD data set and does not 
suffer from any of mentioned shortcomings.},
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@article{Vasilomanolakis2015,
Abstract = {The dependency of our society on networked computers has become frightening: In the 

economy, all-digital networks have turned from facilitators to drivers; as cyber-physical systems are coming 
of age, computer networks are now becoming the central nervous systems of our physical world-even of 
highly critical infrastructures such as the power grid. At the same time, the 24/7 availability and correct 
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