@book{Zimmermann2001,

Abstract = {Since its inception, the theory of fuzzy sets has advanced in a variety of ways and in many
disciplines. Applications of fuzzy technology can be found in artificial intelligence, computer science, control
engineering, decision theory, expert systems, logic, management science, operations research, robotics, and
others. Theoretical advances have been made in many directions. The primary goal of Fuzzy Set Theory -
and its Applications, Fourth Edition is to provide a textbook for courses in fuzzy set theory, and a book that
can be used as an introduction. To balance the character of a textbook with the dynamic nature of this
research, many useful references have been added to develop a deeper understanding for the interested
reader. Fuzzy Set Theory - and its Applications, Fourth Edition updates the research agenda with chapters
on possibility theory, fuzzy logic and approximate reasoning, expert systems, fuzzy control, fuzzy data
analysis, decision making and fuzzy set models in operations research. Chapters have been updated and
extended exercises are included.},
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@article{Singh2014,

Abstract = {Recent work has shown deep neural networks (DNNSs) to be highly susceptible to well-
designed, small perturbations at the input layer, or so-called adversarial examples. Taking images as an
example, such distortions are often imperceptible, but can result in 100{\%} mis-classification for a state of
the art DNN. We study the structure of adversarial examples and explore network topology, pre-processing
and training strategies to improve the robustness of DNNs. We perform various experiments to assess the
removability of adversarial examples by corrupting with additional noise and pre-processing with denoising
autoencoders (DAEs). We find that DAEs can remove substantial amounts of the adversarial noise. How-
ever, when stacking the DAE with the original DNN, the resulting network can again be attacked by new
adversarial examples with even smaller distortion. As a solution, we propose Deep Contractive Network, a
model with a new end-to-end training procedure that includes a smoothness penalty inspired by the
contractive autoencoder (CAE). This increases the network robustness to adversarial exam- ples, without a
significant performance penalty.},
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Abstract = {The robustness of a classifier to arbitrary small perturbations of the datapoints is a highly
desirable property when the classifier is deployed in real and possibly hostile environments. In this paper, we
propose a theoretical framework for analyzing the robustness of classifiers to adversarial perturbations, and
study two common families of classifiers. In both cases, we show the existence of a fundamental limit on the
robustness to adversarial perturbations, which is expressed in terms of a distinguishability measure between
the classes. Our result implies that in tasks involving small distinguishability, no classifier will be robust to
adversarial perturbations, even if a good accuracy is achieved. Furthermore, we show that robustness to
random noise does not imply, in general, robustness to adversarial perturbations. In fact, in high dimensional
problems, linear classifiers are shown to be much more robust to random noise than to adversarial
perturbations. Our analysis is complemented by experimental results on controlled and real-world data. Up to
our knowledge, this is the first theoretical work that addresses the surprising phenomenon of adversarial
instability recently observed for deep networks (Szegedy et al., 2014). Our work shows that this
phenomenon is not limited to deep networks, and gives a theoretical explanation of the causes underlying
the adversarial instability of classifiers.},
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Abstract = {This chapter provides a review of a body of recent work on the topic of adversarial
examples and generative adversarial networks.},
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@article{DiazdeLeon2005,

Abstract = {Restricted Boltzmann machines (RBMs) are probabilistic graphical models that can be
interpreted as stochastic neural networks. The increase in computational power and the development of
faster learning algorithms have made them applicable to relevant machine learning problems. They attracted
much attention recently after being proposed as building blocks of multi-layer learning systems called deep
belief networks. This tutorial introduces RBMs as undirected graphical models. The basic concepts of
graphical models are introduced first, however, basic knowledge in statistics is presumed. Different learning



algorithms for RBMs are discussed. As most of them are based on Markov chain Monte Carlo (MCMC)
methods, an introduction to Markov chains and the required MCMC techniques is provided.},
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@misc{Tygar2011,

Abstract = {The author briefly introduces the emerging field of adversarial machine learning, in which
opponents can cause traditional machine learning algorithms to behave poorly in security applications. He
gives a high-level overview and mentions several types of attacks, as well as several types of defenses, and
theoretical limits derived from a study of near-optimal evasion.},
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@article{Sommer2010,
Abstract = {In network intrusion detection research, one popular strategy for finding attacks is
monitoring a network's activity for anomalies: deviations from profiles of normality previously learned from



benign traffic, typically identified using tools borrowed from the machine learning community. However,
despite extensive academic research one finds a striking gap in terms of actual deployments of such
systems: compared with other intrusion detection approaches, machine learning is rarely employed in
operational "real world" settings. We examine the differences between the network intrusion detection
problem and other areas where machine learning regularly finds much more success. Our main claim is that
the task of finding attacks is fundamentally different from these other applications, making it significantly
harder for the intrusion detection community to employ machine learning effectively. We support this claim by
identifying challenges particular to network intrusion detection, and provide a set of guidelines meant to
strengthen future research on anomaly detection.},
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@article{Lowd2005,

Abstract = {Many classification tasks, such as spam filtering, intrusion detection, and terrorism
detection, are complicated by an adversary who wishes to avoid detection. Previous work on adversarial
classification has made the unrealistic assump- tion that the attacker has perfect knowledge of the classifier
[2]. In this paper, we introduce the adversarial classifier reverse engineering (ACRE) learning problem, the
task of learning sufficient information about a classifier to construct adversarial attacks. We present efficient
algorithms for re- verse engineering linear classifiers with either continuous or Boolean features and
demonstrate their effectiveness using real data from the domain of spam filtering},
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@article{Xia02015,

Abstract = {Machine learning algorithms are increasingly being applied in security-related tasks such as
spam and malware detection, although their security properties against deliberate attacks have not yet been
widely understood. Intelligent and adaptive attackers may indeed exploit specific vulnerabilities exposed by
machine learning techniques to violate system security. Being robust to adversarial data manipulation is thus
an important, additional requirement for machine learning algorithms to successfully operate in adversarial
settings. In this work, we evaluate the security of Support Vector Machines (SVMs) to well-crafted,
adversarial label noise attacks. In particular, we consider an attacker that aims to maximize the SVM's
classification error by flipping a number of labels in the training data. We formalize a corresponding optimal
attack strategy, and solve it by means of heuristic approaches to keep the computational complexity
tractable. We report an extensive experimental analysis on the effectiveness of the considered attacks
against linear and non-linear SVMs, both on synthetic and real-world datasets. We finally argue that our
approach can also provide useful insights for developing more secure SVM learning algorithms, and also
novel techniques in a number of related research areas, such as semi-supervised and active learning.},
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@article{Goodfellow2014,

Abstract = {We propose a new framework for estimating generative models via an adversarial process,
in which we simultaneously train two models: a generative model G that captures the data distribution, and a
discriminative model D that estimates the probability that a sample came from the training data rather than
G. The training procedure for G is to maximize the probability of D making a mistake. This framework
corresponds to a minimax two-player game. In the space of arbitrary functions G and D, a unique solution
exists, with G recovering the training data distribution and D equal to 1/2 everywhere. In the case where G
and D are defined by multilayer perceptrons, the entire system can be trained with backpropagation. There is
no need for any Markov chains or unrolled approximate inference networks during either training or
generation of samples. Experiments demonstrate the potential of the framework through qualitative and
quantitative evaluation of the generated samples.},
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@article{Xue2008,

Abstract = {We compare discriminative and generative learning as typified by logistic regression and
naive Bayes. We show, contrary to a widely- held belief that discriminative classifiers are almost always to be
preferred, that there can often be two distinct regimes of per- formance as the training set size is increased,
one in which each algorithm does better. This stems from the observation- which is borne out in repeated
experiments- that while discriminative learning has lower asymptotic error, a generative classifier may also
approach its (higher) asymptotic error much faster.},
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@article{Szegedy2013,

Abstract = {Deep neural networks are highly expressive models that have recently achieved state of the
art performance on speech and visual recognition tasks. While their expressiveness is the reason they
succeed, it also causes them to learn uninter- pretable solutions that could have counter-intuitive properties.
In this paper we report two such properties. First, we find that there is no distinction between individual high
level units and random linear combinations of high level units, according to various methods of unit analysis.
It suggests that it is the space, rather than the individual units, that contains the semantic information in the
high layers of neural networks. Second, we find that deep neural networks learn input-output mappings that
are fairly discontinuous to a significant extent. We can cause the network to misclas- sify an image by
applying a certain hardly perceptible perturbation, which is found by maximizing the network's prediction
error. In addition, the specific nature of these perturbations is not a random artifact of learning: the same
perturbation can cause a different network, that was trained on a different subset of the dataset, to
misclassify the same input.},
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@book{Scholz2011,

Abstract = {This paper focuses on resource-aware and cost-effective indoor-localization at room-level
using RFID technology. In addition to the tracking information of people wearing active RFID tags, we also
include information about their proximity contacts. We present an evaluation using real-world data collected
during a conference: We complement state-of-the-art machine learning approaches with strategies utilizing
the proximity data in order to improve a core localization technique further.},
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@article{Kantchelian2015,

Abstract = {Recent work has successfully constructed adversarial "evading" instances for differentiable
prediction models. However generating adversarial instances for tree ensembles, a piecewise constant class
of models, has remained an open problem. In this paper, we construct both exact and approximate evasion
algorithms for tree ensembles: for a given instance x we find the "nearest" instance x' such that the classifier
predictions of x and x' are different. First, we show that finding such instances is practically possible despite
tree ensemble models being non-differentiable and the optimal evasion problem being NP-hard. In addition,
we quantify the susceptibility of such models applied to the task of recognizing handwritten digits by
measuring the distance between the original instance and the modified instance under the LO, L1, L2 and L-
infinity norms. We also analyze a wide variety of classifiers including linear and RBF-kernel models, max-
ensemble of linear models, and neural networks for comparison purposes. Our analysis shows that tree
ensembles produced by a state-of-the-art gradient boosting method are consistently the least robust models
notwithstanding their competitive accuracy. Finally, we show that a sufficient number of retraining rounds with
LO-adversarial instances makes the hardened model three times harder to evade. This retraining set also
marginally improves classification accuracy, but simultaneously makes the model more susceptible to L1, L2
and L-infinity evasions.},
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@article{Corona2013,

Abstract = {Intrusion Detection Systems (IDSs) are one of the key components for securing computing
infrastructures. Their objective is to protect against attempts to violate defense mechanisms. Indeed, IDSs
themselves are part of the computing infrastructure, and thus they may be attacked by the same adversaries
they are designed to detect. This is a relevant aspect, especially in safety-critical environments, such as
hospitals, aircrafts, nuclear power plants, etc. To the best of our knowledge, this survey is the first work to
present an overview on adversarial attacks against IDSs. In particular, this paper will provide the following



original contributions: (a) a general taxonomy of attack tactics against IDSs; (b) an extensive description of
how such attacks can be implemented by exploiting IDS weaknesses at different abstraction levels; (c) for
each attack implementation, a critical investigation of proposed solutions and open points. Finally, this paper
will highlight the most promising research directions for the design of adversary-aware, harder-to-defeat IDS
solutions. To this end, we leverage on our research experience in the field of intrusion detection, as well as
on a thorough investigation of the relevant related works published so far. ?? 2013 Elsevier Inc. All rights
reserved.},
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Abstract = {Deep learning algorithms have been shown to perform extremely well on many classical
machine learning problems. However, recent studies have shown that deep learning is vulnerable to
adversarial samples: inputs crafted to force a deep neural network (DNN) to provide adversary-selected
outputs. Such attacks can seriously undermine the security of the system supported by the DNN, sometimes
with devastating consequences. For example, autonomous vehicles can be crashed, illicit or illegal content
can bypass content filters, or biometric authentication systems can be manipulated to allow improper access.
In this work, we introduce a defensive mechanism called defensive distillation to reduce the effectiveness of
adversarial samples on DNNs. We analytically investigate the generalizability and robustness properties
granted by the use of defensive distillation when training DNNs. We also empirically study the effectiveness
of our defense mechanisms on two DNNSs placed in adversarial settings. The study shows that defensive
distillation can reduce effectiveness of sample creation from 95{\%} to less than 0.5{\%} on a studied DNN.
Such dramatic gains can be explained by the fact that distillation leads gradients used in adversarial sample
creation to be reduced by a factor of 10{\{}}30. We also find that distillation increases the average minimum
number of features that need to be modified to create adversarial samples by about 800{\%} on one of the
DNNs we tested.},
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@article{Milenkoski2015,

Abstract = {The evaluation of computer intrusion detection systems (which we refer to as intrusion
detection systems) is an active research area. In this article, we survey and systematize common practices
in the area of evaluation of such systems. For this purpose, we define a design space structured into three
parts: workload, metrics, and measurement methodology. We then provide an overview of the common
practices in evaluation of intrusion detection systems by surveying evaluation approaches and methods
related to each part of the design space. Finally, we discuss open issues and challenges focusing on
evaluation methodologies for novel intrusion detection systems.},
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@article{Gornitz2009,

Abstract = {Anomaly detection for network intrusion detection is usually considered an unsupervised
task. Prominent techniques, such as one-class support vector machines, learn a hyper-sphere enclosing
network data, mapped to a vector space, such that points outside of the ball are considered anomalous.
However, this setup ignores relevant information such as expert and background knowledge. In this paper,
we rephrase anomaly detection as an active learning task. We propose an effective active learning strategy
to query low- confidence observations and to expand the data basis with minimal labeling effort. Our
empirical evaluation on network intrusion detection shows that our approach consistently outperforms
existing methods in relevant scenarios.},
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@misc{Yang2011,

Abstract = {We study the problem of active learning in a stream-based setting, allowing the distribution
of the examples to change over time. We prove upper bounds on the number of prediction mistakes and
number of label requests for established disagreement-based active learning algorithms, both in the
realizable case and under Tsybakov noise. We further prove minimax lower bounds for this problem.},
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@article{Barreno2006,

Abstract = {Machine learning systems offer unparalled flexibility in deal- ing with evolving input in a
variety of applications, such as intrusion detection systems and spam e-mail filtering. How- ever, machine
learning algorithms themselves can be a target of attack by a malicious adversary. This paper provides a
framework for answering the question, ~Can machine learn- ing be secure?" Novel contributions of this
paper include a taxonomy of different types of attacks on machine learn- ing techniques and systems, a
variety of defenses against those attacks, a discussion of ideas that are important to security for machine
learning, an analytical model giving a lower bound on attacker's work function, and a list of open problems.},
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@inproceedings{Zhao2012,

Abstract = {Active learning has played an important role in many areas because it can reduce human
efforts by just selecting most informative instances for training. Nevertheless, active learning is vulnerable in
adversarial environments, including intrusion detection or spam filtering. The purpose of this paper was to
reveal how active learning can be attacked in such environments. In this paper, three contributions were
made: first, we analyzed the sampling vulnerability of active learning; second, we presented a game
framework of attack against active learning; third, two sampling attack methods were proposed, including the
adding attack and the deleting attack. Experimental results showed that the two proposed sampling attacks
degraded sampling efficiency of naive-bayes active learner.},
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@inproceedings{??rndi??2014,

Abstract = {Learning-based classifiers are increasingly used for detection of various forms of malicious
data. However, if they are deployed online, an attacker may attempt to evade them by manipulating the data.
Examples of such attacks have been previously studied under the assumption that an attacker has full
knowledge about the deployed classifier. In practice, such assumptions rarely hold, especially for systems
deployed online. A significant amount of information about a deployed classifier system can be obtained from
various sources. In this paper, we experimentally investigate the effectiveness of classifier evasion using a
real, deployed system, PDFrate, as a test case. We develop a taxonomy for practical evasion strategies and
adapt known evasion algorithms to implement specific scenarios in our taxonomy. Our experimental results
reveal a substantial drop of PDFrate's classification scores and detection accuracy after it is exposed even to
simple attacks. We further study potential defense mechanisms against classifier evasion. Our experiments
reveal that the original technique proposed for PDFrate is only effective if the executed attack exactly
matches the anticipated one. In the discussion of the findings of our study, we analyze some potential
techniques for increasing robustness of learning-based systems against adversarial manipulation of data.},
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@article{Cheng2012,

Abstract = {Detecting attacks disguised by evasion techniques is a challenge for signature-based
Intrusion Detection Systems (IDSs) and Intrusion Prevention Systems (IPSs). This study examines five
common evasion techniques to determine their ability to evade recent systems. The denial-of-service (DoS)
attack attempts to disable a system by exhausting its resources. Packet splitting triestochop dataintosmall
packets, so that a system may not completely reassemble the packets for signature matching. Duplicate
insertion can mislead a system if the system and the target host discard different TCP/IP packets with a
duplicate offset or sequence. Payload mutation fools a system with a mutative payload. Shellcode mutation
transforms an attacker's shellcode to escape signature detection. This study assesses the effectiveness of
these techniques on three recent signature-based systems, and among them, explains why Snort can be
evaded. The results indicate that duplicate insertion becomes less effective on recent systems, but packet
splitting, payload mutation and shellcode mutation can be still effective against them.},
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@article{Biggio2013,

Abstract = {In security-sensitive applications, the success of machine learning depends on a thorough
vetting of their resistance to adversarial data. In one pertinent, well-motivated attack scenario, an adversary
may attempt to evade a deployed system at test time by carefully manipulating attack samples. In this work,
we present a simple but effective gradient-based approach that can be exploited to systematically assess the
security of several, widely-used classification algorithms against evasion attacks. Following a recently
proposed framework for security evaluation, we simulate attack scenarios that exhibit different risk levels for
the classifier by increasing the attacker's knowledge of the system and her ability to manipulate attack
samples. This gives the classifier designer a better picture of the classifier performance under evasion
attacks, and allows him to perform a more informed model selection (or parameter setting). We evaluate our
approach on the relevant security task of malware detection in PDF files, and show that such systems can
be easily evaded. We also sketch some countermeasures suggested by our analysis.},
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@article{Rubinstein2009,

Abstract = {We consider systems that use PCA-based detectors obtained from a comprehensive view
of the network's traffic to identify anomalies in backbone networks. To assess these detectors' susceptibility
to adversaries wishing to evade detection, we present and evaluate short-term and long-term data poisoning
schemes that trade-off between poisoning duration and the volume of traffic injected for poisoning. Stealthy
Boiling Frog attacks significantly reduce chaff volume,while only moderately increasing poisoning duration.
ROC curves provide a comprehensive analysis of PCA-based detection on contaminated data, and show
that even small attacks can undermine this otherwise successful anomaly detector.},
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@article{Kantchelian2013,

Abstract = {In this position paper, we argue that to be of practical interest, a machine-learning based
security system must engage with the human operators beyond feature engineering and instance labeling to
address the challenge of drift in adversarial environments. We propose that designers of such systems
broaden the classification goal into an explanatory goal, which would deepen the interaction with system's
operators.$\backslash$r$\backslash$nTo provide guidance, we advocate for an approach based on
maintaining one classifier for each class of unwanted activity to be filtered. We also emphasize the necessity
for the system to be responsive to the operators constant curation of the training set. We show how this
paradigm provides a property we call isolation and how it relates to classical causative attacks.$
\backslash$r$\backslash$nin order to demonstrate the effects of drift on a binary classification task, we also
report on two experiments using a previously unpublished malware data set where each instance is
timestamped$\backslash$r$\backslash$naccording to when it was seen.},

Annote = {45 IDS semantic gap
Read 8: it is a robust anomoly model against "poisining attack"

Read 37,21: both for detecting drift},

Author = {Kantchelian, Alex and Afroz, Sadia and Huang, Ling and Islam, Aylin Caliskan and Miller,
Brad and Tschantz, Michael Carl and Greenstadt, Rachel and Joseph, Anthony D and Tygar, J.D.},

Doi ={10.1145/2517312.2517320},

File = {:Users/pooria/Library/Application Support/Mendeley Desktop/Downloaded/Kantchelian et al. -
2013 - Approaches to Adversarial Drift.pdf:pdf},

Isbn = {9781450324885},

Issn ={15437221},

Journal = {AlSec},

Keywords = {D46 [Security and Pro-tection],H12 [User/Machine Systems],Invasive
software,Learning,concept drift,malware classification},

Pages = {99--109},

Title = {{Approaches to Adversarial Drift}},

Year = {2013},

Bdsk-Url-1 = {http://dx.doi.org/10.1145/2517312.2517320}}



