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Online misbehavior: when an app user intimidates or causes discomfort
to another app user, e.g., by asking for inappropriate images, giving threat
messages, and stalking.

Research question: How can we help app distribution platforms and
users identify apps that facilitate misbehavior?

Opportunity: The requisite knowledge exists in app reviews.

Contribution: A natural language processing framework.

Created a comprehensive definition of
online misbheavior.
Made a list of apps typically used for
online misbehavior and fetched similar
apps.
Retrieved application reviews from the
App Store for each app.
Filtered out reviews based on
determined misbehavior keywords and
reviews with less than 3-star ratings.
Annotated each of the reviews based
on the definition from Step 1: 0 if no
indication of misbehavior, 1 otherwise.
Refined the steps above based on how
the agreement score is and as well as
how relevant the gathered reviews are.

GloVe with SVC classifier
Universal Sentence Encoder with SVC
classifier
Word2Vec with K-Nearest Neighbors
classifier.
In Progress: SentiBERT

We have created/currently working on
the 4 models listed below:

1.
2.

3.

4.

To normalize the data we preprocessed it
by removing extraneous words, removing
punctuation, and lowercasing the text.
Then the data was put through the
aforementioned encoders and classifiers.

The image above depicts the results from the classifiers. As per the data,
the Universal Sentence Encoder performed the best in all categories
(Tables 2-4). 

Identifying online misbehavior will aid app store platforms and app store
developers in determining how the app needs to be updated.
Furthermore, this research can aid in identifying misbehavior in other
domains.

In the future, we will be incorporating more annotated data to increase the
size of the training set. This will help us to train a more generalized model
to identify misbehavior. We are also going to identify which category of
misbheavior each review is classified as, categories are defined as those
shown in Example 1.


