
Machine Intelligence Directed Atack Simulator 
(MIDAS)
A platorm for ML atack and defense experimentaton

Background Problem

Solution: MIDAS

Future Work

Researchers need a platorm for 
experimentaton  ith machine learning 

atack and defense  

Machine Learning (ML)
• Constructs a model  ithout being explicitly 
programmed

• A training phase adjusts model parameters based 
on data and error

• Inner  orking of models are extremely complex
• ML models can be exploited 

Types of Atacks
1.  Evasion
- Degrade a classifer's performance
- Uses input perturbaton or data poisoning
- Ex: Fooling a net ork intrusion system

A sof are platorm that allo s researchers to 
experiment  ith a variety of ML atacks  
Features
1. User-friendly  eb interface
2. Pre-built models
- Ex: Logistc Regression (LR), ResNet 
CNN

3. Multple datasets
- Ex: MNIST, EMBER, Imagenet 

• Additonal Atack Frame orks
- Deepfool
- Foolbox
- nn_robust_atacks

• User-defned ML models
• User-uploaded data
• Defense methods

4. Supported Atacks

- LR Input Perturbaton

- Text Document Input Perturbaton

- LR Model Stealing

- Adversarial Example Generaton Atacks

- Ember Data Poisoning

2. Thef
   - Gain illegitmate access to resources
   - Ex: Steal a model to run  hite-box atacks
   - Ex: By using model an atacker can steal 
sensitve training data
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