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ABSTRACT
We have begun to investigate the effectiveness of a phish-
ing warning Chrome extension in a field setting of every-
day computer use. A preliminary experiment has been con-
ducted in which participants installed and used the exten-
sion. They were required to fill out an online browsing be-
havior questionnaire by clicking on a survey link sent in a
weekly email by us. Two phishing attacks were simulated
during the study by directing participants to “fake” (phish-
ing) survey sites we created. Almost all participants who
saw the warnings on our fake sites input incorrect passwords,
but follow-up interviews revealed that only one participant
did so intentionally. A follow-up interview revealed that the
warning failure was mainly due to the survey task being
mandatory. Another finding of interest from the interview
was that about 50% of the participants had never heard of
phishing or did not understand its meaning.

Categories and Subject Descriptors
H.1.2 [User/Machine Systems]: Software psychology; K.4.4
[Electronic Commerce]: Security
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Phishing; Phishing warning

1. INTRODUCTION
Phishing is a continuously growing and evolving threat

in cyber security. It can be defined as: “Fraud perpetrated
on the Internet; spec. the impersonation of reputable com-
panies in order to induce individuals to reveal personal in-
formation, such as passwords and credit card numbers, on-
line” [1]. Usually, phishing attacks start from email spoofing
or instant messages, and the emails or messages contain links
directing users to “fake” sites, where they are asked to pro-
vide personal information. As the fake sites look identical to
legitimate ones, the users are tricked into entering sensitive
information, which is stolen by the attackers.
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Previous studies showed that users are easily deceived
in phishing attacks, as suggested by a large reply rate for
phishing emails, especially those from a friend’s spoofed ad-
dress [5]. It also has been found that users generally do not
look at browser-based cues such as the address bar, status
bar, and the security indicators [3]. Further, active phishing
warnings, which force users to notice a warning by interrupt-
ing their current activity, showed a substantial compliance
rate [4]. However, the same study also reported that users
usually do not understand the meaning of the warnings.

Generally speaking, methods detecting phishing websites
fall into two categories: blacklist-based methods and heuris-
tic methods. The former leverage human-verified phish-
ing URLs, which reduces false positive rate significantly [6].
However, the blacklist-based methods fail to detect newly
created phishing sites. The heuristic methods identify phish-
ing pages by analyzing page content through taking advan-
tage of machine learning algorithms [2]. Heuristic methods
are generally heavy-weight and thus, cannot be deployed on
the client end. Also, such detection is relatively difficult for
typical users to understand.

In this work, we proposed a light-weight client-end active
warning, which can be easily deployed in a browser extension
to protect users from phishing attacks. We examined the
efficacy of the mechanism in a real-world field setting. We
recorded participants’ responses to two simulated phishing
attacks during a 6-week period and interviewed them at the
end of the study.

2. BROWSER EXTENSION DESIGN
Presumably, phishing sites are infrequently visited and

the targeted websites of phishing attacks are popular ones.
Our phishing detection is based on the difference of pop-
ularity of phishing sites and legitimate ones. We crawled
phishing URLs in Phishtank.com from Sep 21 to 30, 2014,
and obtained 20,797 unique URLs in total. For each phish-
ing URL, we examined its domain on Alexa.com and got
its rank, which was the smaller one of its global rank and
region rank. The distribution of rank is listed in Table 1.
More than 91% of phishing sites were set up in domains with
rank greater than 10,000. Also, we manually examined the
reported URLs from popular sites, and most of the pages
were removed within one hour. Therefore, we chose to warn
user about domains with ranks greater than 10,000.

A Chrome extension was developed to present warnings to
participants. If one visits an unpopular site, i.e., the rank of
its domain is larger than 10,000, and attempts to enter any
information on the page, a warning pops up. The warning is



Table 1: Rank distribution of phishing domains
Rank Frequency
1-100 510(2.5%)

101-1000 353(1.7%)
1001-10000 899(4.3%)

10000-100000 918(4.4%)
100000-1000000 699(3.4%)

1000000+ 17418(83.8%)

Figure 1: The warning display, depicted for a do-
main called xorbin.com

illustrated in Figure 1. Because ranking itself is too techni-
cal for typical users, the warning does not explicitly display
the site’s ranking. Instead, the domain name is extracted
from the URL and marked in different colors in order to aid
participants to determine the current webpage’s legitimacy.
Participants can get a detailed description about phishing
by clicking the “Why this warning” button. Also, the de-
tailed ranking information will be displayed if the “About
this domain” button is clicked. Participants have three op-
tions to choose when they see the warning. The first option
adds the domain in a whitelist so that the warning will not
pop up on the same domain again. The second option al-
lows participants to visit the page only for this time. When
participants try to visit the same domain again, the warning
will also be shown if they attempt to key in any information.
The third option is simply to close the webpage.

3. STUDY DESIGN
We designed a study simulating phishing attacks in real-

world field settings. The study lasted 6 weeks. Participants
were recruited by way of fliers placed around the campus.
At the beginning of the study, participants were required
to come to our lab to install the Chrome extension. Partici-
pants were told that the study was mainly regarding Internet
browsing behaviors. At this point, nothing about phishing
was mentioned. They were asked to register new accounts
on our survey website. An email address and a password
were required in registration. Every week, participants were
required to login to our website and finish a short question-
naire, which asked for an estimation of time spent on dif-
ferent events on the Internet. The link of the questionnaire
was sent via email. Normally, the link in the email directed
them to a website under the domain of “purdue.edu”. In
weeks 4 and 6, the links in the email were associated with
two newly registered “phishing” domains maintained by us.
We recorded all the actions on our phishing sites.

Participants were divided into two groups: control group,
in which no warning was presented during the whole exper-

iment time; experimental group, in which participants saw
the warning described in section 2 when they attempted to
enter information on domains ranked greater than 10,000,
as well as on the “phishing” domains we created. At the end
of the study, participants came to our lab again for a semi-
structured interview, after which they were debriefed about
the true purpose of the study.

4. PRELIMINARY RESULTS
In this pilot study, we recruited 9 participants, 3 of whom

were in the control group. During the “phishing” weeks, 2
participants in the control group provided their passwords
directly while only 1 participant in the experimental group
typed in the correct password in the first attempt. However,
for the participants who saw warnings, 5 of them chose to
permanently trust our “phishing” domain; the rest selected
the second option and continued entering information. No
one chose ”Close the page”on the warning interface or closed
the tab in the browser.

To further understand the rationale behind the partici-
pants’ actions, we interviewed them regarding phishing and
the warning generated by our Chrome extension. It turned
out that only one participant intentionally provided a wrong
password, while the rest entered mismatched passwords by
accident. Most of the participants said they did not know
the meaning of our warning and tended to ignore it in part
due to the interface design. Another finding was that about
half of the participants indicated that they had not heard
about or did not know the meaning of phishing.

5. NEXT STEP
The results demonstrated that the task, the warning in-

terface, and the knowledge of phishing are critical factors
that should be taken into account during a simulated phish-
ing study. Consequently, we have redesigned the method for
a full study that we are currently conducting. This study is
using a redesigned warning interface and a different scenario,
in which the phishing message replicates a popular commer-
cial website promotion requesting a voluntary response.
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