
Measurements to Improve AI/ML Training Data Sets 

https://csrc.nist.gov/acts

Rick Kuhn*, M S Raunak*, Raghu Kacker*, Jaganmohan Chandrasekaran**, Erin Lanus**, Tyler Cody**, Laura 
Freeman** * National Institute of Standards and Technology, ** Virginia Tech National Security Institute 

Conventional critical software testing is 
based on structural coverage – ensuring 
that conditions, decisions, paths are 
covered in testing
Life-critical aviation software requires 
MCDC testing, white-box criterion that 
doesn’t fit neural nets and other black-box 
methods where input is what matters
We may have perfect structural coverage of 
code, but what does that tell us about 
response to rare inputs

Multiple conditions involved in accidents
"The camera failed to recognize the 
white truck against a bright sky”  (2 
factors)

"The sensors failed to pick up street 
signs, lane markings, and even 
pedestrians due to the angle of the car 
shifting in rain and the direction of the 
sun” (3 factors)

We need to understand what combinations 
of conditions are included in testing

Using these measurements
Transfer learning – predict performance of a model trained on one data set when applied to another


