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The Problem: Humans Make Mistakes

• Humans are involved in most security incidents 
• Public utility compromised, 2014

• Hackers took advantage of a weak password security 
system at a public utility in the US

• Cook County highway department shutdown, 2013
• A County employee allowed a virus infection by 

surfing the web, or using a flash drive from home
• US Electric utility virus infection, 2012

• A third party technician used a USB drive that was 
infected with a virus

Repository of Industrial Security Incidents (http://www.risidata.com/)



Top 6 passwords dumped form Ashley Madison

Source: http://qz.com/501073/the-top-100-passwords-on-ashley-madison/



Motivation: Usable Security

• Attempt to design systems that are usable by non-
expert users

• Create designs conforming to the concept of 
“psychological acceptability”
• security software must not make it harder for users to 

perform their daily tasks

• Designers use knowledge based on empirical studies 
to understand how users think and use their designs

• But this approach alone cannot predict how effective 
a particular system design will be



Quantitative Metrics

• System security is not absolute
– No real system is perfectly secure
– Some systems are more secure than others
– Some policies provide more security

• System metrics often neglect human aspects
– Does making the password policy more complex make 

the system more secure?
– How frequently should we ask users to change their 

passwords?
– Should we adopt a sanctions and rewards policy?



Overall Goal: Mobius-SE Quantitative Security 
Evaluation Tool

Attack Execution Graph Adversary Profile Metrics Specification

Quantitative
Metrics Data

Executable 
Mobius-SE Model

System Information Adversary Information Security Question

Convert Information into Mobius-SE Model Inputs

Auto-Generate the Executable Mobius-SE Model

Execute the Mobius Model

User Information

Human User Profile



Mobius-SE Security Evaluation Approach

• Adversary-driven analysis
– Considers characteristics and capabilities of adversaries 

• Account for user behavior
– Account for user behavior and its impact on system cyber 

security 
• State-based analysis 

– Considers multi-step attacks
• Quantitative metrics

– Enables trade-off comparisons among alternatives 



Our Focus in This Talk

• Review theories that explain the behavior of human 
users in relation to cyber security

• Present a sample case study that illustrates the 
impact of human decisions on system security

• Suggest directions for future work



Theories of Human Behavior

• Psychologists, social scientists, as well as computer 
science researchers have attempted to explain the 
behavior of users in relation to cyber security

• They present several theories that provide guidelines 
to understand and improve the security related 
behavior of users
– Normative theories: how things should be, ideal behavior 

• Easier to quantify
– Descriptive theories: how things are, describe actual 

behavior
• Harder to quantify



Rational Choice Theory
• Ideally, humans should make decisions by balancing costs and 

benefits of each of the possible actions [Bulgurcu, 2010]
• Bounded rationality

– Collect bounded information about the possible actions and choose 
the one that gives the best cost/benefit ratio

• It is frequently used in economics to predict market 
information

• Highlights factors affecting human decisions in cyber security 
such as
– Workload
– Experience
– Training [Kreamer, 2007]

• But it is also criticized by psychologists and social scientists 
claiming humans are not always rational in their decisions 
[Schneier, 2008]

Presenter
Presentation Notes
Bounded rationality is opposed to ideal rationality where decision makers have an ideal perception of the world as it is with all the possible information about it

Put more emphasis on its relation to cyber security decision making



General Deterrence Theory

• Focuses on disincentives or sanctions against “bad” 
security behavior and decision making [D’Arcy, 2009]

• Originally popular in the Cold War
– Have enough nuclear power to deter a more powerful 

opponent from attacking you (before the attack happens)

• For security policies
– Impose enough sanctions on the employees of a company 

to prevent them from neglecting security policies

• It can be useful in the context of firms, but what 
about clients or home users?

Presenter
Presentation Notes
Some people have let go of this theory. Check on it a bit more!
This theory is considered to be obsolete by many social scientists, they say it was there and we learned from it but it no longer applies to what is happening today.
Maybe point this out on a separate slide or later in the talk 
Get a slide from Andrew pointing that deterrence theory is the most used study in computer security studies



Other Theories
• Theory of Planned Behavior [Ifinedo, 2012]

– Highlights personal as well as social factors that affect 
human users in the cyber world

– What is the user’s perception of security? How do the 
beliefs of other people affect individual users’ views?

• Social Learning Theory [Theoharidou, 2005]
– Describes the effect peers and superiors have on the 

individual decisions of employees and general users

• Neutralization Theory [Siponen, 2010]
– Users rationalize non-compliant behavior to avoid guilt
– Example: “my bank should handle all my data and money 

very carefully so I do not have to worry about it”



Review of Cyber Security Theories

• We conducted a review of psychological theories in 
cyber security

• Results showed that General Deterrence Theory was 
most widely used and cited by researchers in the 
field
– 24% of eligible studies have adopted the General 

Deterrence Theory (GDT)

• Provides the rationale to use GDT as the basis for our 
case study
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Challenges

• Turning human behavior models into executable 
mathematical models that can be used for analysis 
– Descriptive theories are closer to reality but are 

harder to quantify 
– Normative theories are easier to quantify but they 

can be different than the real world behavior
• Our initial case study illustrates the use of bounded 

rationality and deterrence theory in the context of 
cyber-security

Presenter
Presentation Notes
Add a slide to emphasize the goal of the case and the need for it.



Motivating Case Study

• Model the password dynamics in a typical firm
• The firm’s managers define the complexity of the 

password policy
• They make recommendations about the frequency of 

password reset requests
• The firm performs regular audits every two weeks 

and sanctions violating employees
• We study the correlation between the security policy 

and the system’s security, taking into consideration 
the behavior of the employees



Password Change Process

Try new password
Meets

Requirements
?

If number tries < N
Positive exp++

Else
Negative exp++
Write it down

Pc

(1 – Pc)

• Pc: probability the tried password meets requirements
• The employee tries to compose new passwords

– If she creates a successful password in less than N tries, she 
considers it to be a positive experience

– If she fails to create it, she considers the password to be too 
complex and writes it down on a sticky note next to the 
computer



Attacker model 

• We assume attackers are attempting to steal data from 
the firm 

• The attackers are both insiders and outsiders 
– Outsiders attempt brute force attacks to gain access to employee 

accounts
– Insiders seek written down passwords to gain unauthorized 

access 
• The probability of a successful brute force attack depends 

on the complexity of the password policy
– We assume it is 0.10 lower than Pc

• The probability of a successful insider attack depends on 
whether employees have written down their passwords
– We assume is it 0.7 if employee have written it down, 0.05 

otherwise



Security Utility

• We use utility functions to study the impact of the 
security policy on the security of the system

• We vary the password complexity (Pc) and the 
password write threshold (N) 



Employee Utility

• The employee utility illustrates the relative 
“happiness” of the employee given the firm’s security 
and sanctions policy

• It incorporates sanctions, positive and negative 
experiences and their cognitive load
– Our future work also focuses on availability and productivity 

as part of the employee’s utility

• α and 𝛾𝛾 are positively scaling parameters
• β and 𝛆𝛆 is a negatively scaling parameters

Presenter
Presentation Notes
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Utilities

• Utility functions are an application of the bounded 
rationality theory
– We used α = 0.1, β = 0.3, 𝛾𝛾 = 0.2, 𝛆𝛆 = 0.1

• Setting β = 0.3 will assign more weight on the 
sanctions
– This is in accordance with the general deterrence 

theory 



Implementation and Simulation

• We modeled the attacker, the employee and the 
password reset mechanism using Stochastic Activity 
Networks (SAN)

• We ran our simulation for a period of 6 simulation 
months

• We gathered results for the security utility for various 
password complexities and password write-down 
thresholds



SAN Models: Attackers

Outsider attacks: Attempt to brute 
force passwords to gain 
unauthorized access. Probability 
of a successful attack depends on 
the password complexity

Outsider attacks: Attackers try to 
exploit other vulnerabilities

Insider attacks: Probability of 
success depends on whether 
employee have written down their 
passwords



SAN Model: Employee

Password reset mechanism

Presenter
Presentation Notes
Fix the animations



SAN Model: Security Policy

Password reset notifications 
generator

Progress of working days

Sanctions policy: Depending on 
the audits frequency, the firm 
either imposes sanctions or 
provides rewards for its 
employees



Preliminary Results: Security utility

• We varied the threshold above which employees 
consider the password policy to be too complex

Presenter
Presentation Notes
Please note that in this graph, as Pc becomes larger, the password policy becomes less complex.

This graph represents the variation of the security utility as a function of the password complexity 
Probability Pc. We also vary the threshold up which the users tend to write down their passwords. 
First we note that when employees tend to write down their passwords frequently (threshold = 1) then having a complex security policy (Pc small) is not useful. Although this might reduce brute force attacks, the vulnerabilities generated by the fact that employees are writing down their passwords shadow the reduction in brute force attacks. In fact, setting a very easy password policy (i.e. Pc = 1, passwords can be anything) gives a better security utility than a Pc = 0.1

As the employees are more willing to try new passwords before writing them down, the peak in the security utility shifts further to the left, i.e. we are getting the benefit of the increased password complexity. Intuitively, the highest utility is achieved when the threshold is at its highest (7 in our case). 

Another important thing to note is that the peak of the security utility is not achieved when the password policy is extremely complex (Pc = 0.1). Although one would expect that having a very complex policy would make the system more secure, the fact that employees write down their passwords can reduce the effects of this complexity, and thus making the system less secure. Traditional security analysis that does not include human factors cannot capture such a tradeoff. 



Preliminary Results: Employee Utility

Presenter
Presentation Notes
Please note that in this graph, as Pc becomes larger, the password policy becomes less complex.

This graph shows the variation of the employee’s utility as a function of the password policy complexity (Pc) and the threshold above which employees tend to write down their passwords. 
The results are a bit counter-intuitive as one would expect that when the threshold is low (1 for example), the employee would be more happy since they are putting in less effort and reducing their cognitive load. However, the fact that sanctions are impose by the firm does not allow that to happen. 
The results show that as the employee become more willing to put in effort into creating a new password that conforms to the password policy, the higher their utility is. This illustrates the impact of the sanctions as suggested by the general deterrence theory. Therefore the firm can put in more training to convince its employees to try more passwords before writing them down would make things better for both, the system’s security and the employee’s utility. 
Additionally, as expected, as the password policy becomes easier (Pc increases) the employees would be happier since they put in less effort and is easier for them to avoid sanctions.  



Discussion

• Our results conform with general deterrence theory
– Imposing frequent sanctions on the employees makes them 

try harder to comply with security policy, shown by the 
highest utility with a threshold of 7

• Having a very complex security utility is not always the 
best choice, as employees writing their passwords down 
can outweigh the apparent benefits of complex 
passwords

• We are working on an extension that includes other 
factors and choice
– Phishing emails, malware



More on GDT

• In 2004, Zagare argued that GDT is “logically inconsistent, 
empirically inaccurate and prescriptively deficient” 
[Zagare2004]

• In 2007, four cold war veterans argued that adopting GDT 
has brought greater risks than benefits to the world 
[Shultz2007]

• Social science is turning away from GDT and adopting 
different new theories

• Security managers are still considering GDT as a viable 
policy building block

• This highlights the need for different models of the 
security behavior of human users



Challenges

• Designing accurate utility functions for both the 
employees and the system
– That’s what the presented theories are there for

• Characterizing the model
– How to determine input probabilities and distributions

• Significance of results
– The results give us important insights into the 

relationships between the different components of the 
system

– Varying policy requirements can help judge which 
systems can be more secure 



Conclusion and Future Directions 

• It is important to include human behavior in our 
modeling of systems for security assessment 

• Empirical studies suggest several theories to explain 
human behavior and decision making in cyber 
security

• We provided evidence on the importance of 
modeling human behavior for giving insights into 
security analysis and assessment
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