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Autonomy in Motion

Autonomy in Motion
Core Challenges

Establishing Trust

« Autonomous unmanned systems (AUS) will operate in contested,
complex environments.
» Future fight will be urban, close, and vertical.

» Cross domain force protedion, expedition, and situational awareness
maneuvers with minimal C2 infrastructure.

« Warfighters require flexible AUS:
»  Tunable rules of engagementand autonomous decision making.

= Acquisitions lack methods to evaluate and certify AUS programs of
record.
» How do you know a learning algorithm “works?”
= Manufacturers need to integrate multiple autonomous system modules.

» How do you know collectons of learning-based, autonomous modules do
not cause unstable interactbons?

« Warfighters have to build trust with AUS in manned-unmanned teaming.

» Learn behaviors to increase in-mission adaptability. » How much should a system adapt and learn, e.q. variable bounds on
= Good AUS performance builds warfighter confidence and reduces autonomy and engagement?
cognitive load. » How should the commander/operator interact to encourage (or, discourage)
: : : : the learning?
» Autonomy reduces required bandwidth and security constraints. :
»  Autonomy provides a force multiplier — operators of multiple AUS. Tru St a b I e ? If an autonomous system does not have dynamic behavior

guarantees, it will not be purchased, built, or used.
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