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Advanced	
  Persistent	
  Threats	
  

•  ConFnue	
  to	
  increase	
  in	
  
sophisFcaFon	
  
–  Stealth	
  
–  Persistence	
  

•  IniFal	
  InfecFon	
  
–  Watering	
  Hole	
  aJacks	
  
–  Spearphishing	
  
–  Social	
  aJacks	
  

•  ObjecFve	
  
–  Data	
  ExfiltraFon	
  
–  IP	
  /	
  IdenFty	
  TheR	
  
	
  

hJp://www.trendmicro.com/cloud-­‐content/us/pdfs/business/white-­‐papers/wp_custom-­‐
defense-­‐against-­‐targeted-­‐aJacks.pdf	
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APT	
  Behavioral	
  Lifecycle	
  Model	
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Figure 1: The REACT cyber-espionage behavioral lifecycle model illustrates our abstraction of the core
APT activities performed during cyber espionage incidents. This model informs our APT forensic coverage
assessment and our sensor integration strategy.

the forensic evidence trail. Rather, the relationships between whatever actions are successfully captured that
will lead to an accurate diagnosis. However, this is not the case with signature-based APT discovery, where
dependence on specific attribute values could lead to false negatives if the attributes are not produced by the
sensing infrastructure.

As shown in Figure 1, we map our lifecycle actions into five higher layer activity stages: 1) the breach
infection, 2) remote command and control, 3) data exfiltration, 4) lateral propagation, and 5) installation per-
sistence in the infected host. Over time, our model can be enriched to add additional activity stages, as future
experiences dictate. Forensic evidence pertaining to each action in our lifecycle model must be collected by
REACT’s distributed sensor infrastructure, which by necessity must be integrated into different monitoring
positions in the network. The details of our sensor layer design are described next, in Section 3, wherein we
also describe how our cyber-espionage lifecycle actions map into our sensor monitoring requirements.

To illustrate the applicability of our data model to modern APT incidents, Table 2 considers examples
of ten recent high-profile advanced persistent threats that were discovered in large companies, governments,
military networks, and industrial control centers. Each column represents a single APT, where the collective
rows for this APT represent which actions in our entity model would be applicable given the known oper-
ational behavior of the APT. While a blank cell indicates that the APT reportedly does not engage in this
activity, it should be noted that most APTs here provide extensible functionality via remote access tunnel
communications with their command and control server. The table suggests that REACT’s lifecycle activity
will provide a coverage map well suited to a diverse range of previously experienced APTs though a core
challenge we discuss in Section 3 is the need for adequate forensic evidence per area of activity.

The advantages of an entity-based data model. As REACT’s purpose is enabling analysts to reduce
the discovery time of cyber-espionage infections within any digital device in our network, it will employ an
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Examples	
  of	
  APT	
  Families	
  Behaviors	
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Egress Delivery yes yes yes unknown yes unknown yes
Beacons yes yes yes
Rendezvous Probing yes yes
Command & Control yes yes yes yes yes yes yes yes yes
Data Sink Engagement yes yes yes yes yes yes
Media Injection yes yes yes
Document Injection yes yes yes yes
LocalNet Recon yes yes yes yes yes yes yes
Local Propagation yes yes yes yes yes
Boot Persistence yes yes yes yes yes yes yes yes yes yes
Security Disablement coexist stopped halts for some undetected undetected yes
Privilege Escalation yes yes yes yes yes yes yes yes
Log Delete yes yes yes yes
Internal Recon yes yes yes yes yes yes yes yes yes yes

Table 2: A comparison of how the operational activities of 10 example APT families map into the REACT
data model

entity centric object model for presenting the forensic evidence captured within a current (default) temporal
frame of activity. A key advantage to this data modeling approach is its well defined and consistent structural
representation for capturing forensic data across all heterogeneous devices. In effect, our entity model will
enable analysts to remain agnostic to how we ultimately structure our data processing layer or how we
populate the sensor layer. Rather, espionage detection logic can be built to process REACT entity models,
defining specialized APT and RAT diagnostic algorithms that can operate across all of our devices, even
if the device represents an entirely new computing asset that was not considered when REACT was first
fielded. In this way, we believe REACT will be highly evolvable to any deployment environment and will
apply cyber-espionage analytics across devices in a more robust manner than those techniques that rely on
the analysis of raw logs and audit trails.

3 Data Collection Layer
REACT’s sensor integration requirements are intended to express the basic coverage necessary to drive the
REACT data collection infrastructure. These requirements represent the minimal set of information needed
to achieve coverage of our cyber-espionage lifecycle, but as additional forensic data becomes available, this
new data can also be captured and interrogated by future detection algorithms directly via the NaiadLINQ
interface.

Importantly, we recognize that, although increasing the sensor-coverage depth increases the potential
accuracy of infected device diagnosis, sensor coverage may also vary and potentially reduce the amount of
forensic evidence available for analysis of a given device (i.e., uneven device coverage may arise, even if
only due to the temporary downtime of a sensor). Nevertheless, future detection algorithms that are based on
REACT’s entity model will remain robust for processing whatever subset of forensic evidence is available
for any given device at any moment in time.

To drive REACT’s forensic evidence collection, we will pursue the deployment of collection agents at
both network- and host-level, sensing events and collecting data for egress activity monitoring, advanced
protocol discovery, malicious program monitoring, document and message parsing, peripheral scanning,
and decoy document detection, as described in Figure 1.
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  Time	
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Desiderata	
  for	
  DefeaFng	
  APTs	
  

•  MulF-­‐faceted	
  (mulF-­‐sensor)	
  data	
  collecFon	
  	
  
•  ConFnuous	
  and	
  pervasive	
  monitoring	
  
•  Large-­‐scale,	
  long-­‐term	
  and	
  mulF-­‐dimensional	
  data	
  analysis	
  
•  Automated	
  miFgaFon	
  	
  
	
  

•  Context	
  
–  ApplicaFon	
  of	
  scalable,	
  mulF-­‐perspecFve	
  DNS	
  traffic	
  analysis	
  for	
  malware	
  domain	
  
group	
  detecFon	
  

•  Mo(va(ng	
  Examples	
  
–  DetecFng	
  traffic-­‐redirecFon	
  chains	
  for	
  watering	
  hole	
  aJacks	
  
–  IdenFficaFon	
  of	
  drop	
  zone	
  domains	
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ML	
  Stack	
  for	
  Large	
  Scale	
  DNS	
  Traffic	
  Analysis	
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SIE Dataset	
  

Root	
  Server

①
②

.com	
  TLD	
  
Server

③

④

example.com	
  
Authoritative	
  

Server

⑤

⑥

Recursive	
  
Resolver

•  Data	
  size	
  
–  26	
  Billion	
  DNS	
  queries	
  and	
  responses	
  
–  2	
  TB	
  raw	
  data	
  /	
  day	
  

•  628	
  of	
  contribuFng	
  resolvers	
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Malware Domain Group Detection	
  

•  Key	
  intuiFon:	
  
–  DNS	
  queries	
  are	
  not	
  isolated	
  instances	
  

•  DetecFon	
  method:	
  

•  Advantages:	
  
–  Detect	
  malicious	
  domain	
  groups	
  in	
  general	
  (scam,	
  DGA,	
  etc.)	
  
–  Do	
  not	
  need	
  comprehensive	
  labeled	
  training	
  set	
  

	
  

Anchor 
Malicious 
Domain 

Temporal 
Correlation 

Detected 
Malicious 
Domain 
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Challenge	
  

•  Ideally:	
  

 
 
•  In	
  reality:	
  

Anchor 
Malicious 
Domain 

Malicious 
Domain 1 

Malicious 
Domain 2 

Detected! 

Anchor 
Malicious 
Domain 

Malicious 
Domain 1 

Malicious 
Domain 2 

Benign 
Domain 1 

Benign 
Domain 2 

Benign 
Domain 3 

DNS 
caching 
effect! 
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PracFcal	
  SoluFon	
  

•  A	
  3-­‐step	
  approach	
  to	
  idenFfy	
  the	
  correlated	
  domain	
  group,	
  
given	
  an	
  anchor	
  malicious	
  domain	
  

– IdenFfy	
  the	
  coarse	
  related	
  domain	
  group	
  using	
  a	
  TF-­‐IDF	
  
heurisFc	
  

– Cluster	
  the	
  coarse	
  domain	
  group	
  

– Refine	
  the	
  domain	
  group	
  according	
  to	
  the	
  clustering	
  result	
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Experimental	
  EvaluaFon	
  

•  Obtaining	
  anchor	
  domains:	
  
–  Record	
  all	
  domains	
  blacklisted	
  on	
  Dec.	
  16th	
  from	
  three	
  external	
  blacklists	
  

• MalwareDomainBlockList,	
  MalwareDomainList,	
  Phishtank	
  

•  ValidaFng	
  detected	
  domains:	
  
–  Blacklist	
  matching	
  with	
  5	
  external	
  blacklists	
  	
  

• McAfee	
  SiteAdvisor	
  and	
  MyWot	
  	
  
–  IP	
  address	
  comparison	
  

DNS Data Size Anchor Domain # 
Dec 16, 2012 1.82B queries 129 
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Domain	
  Group	
  Analysis	
  

Sample anchor domain pairs deriving highly overlapping groups 

surprise-mnvq.tk surprise-mnvr.tk 
vural-electronic.com vfventura.sites.uol.com 
voyeurpornweb.com vkont.bos.ru 
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Domain	
  Group	
  Analysis	
  

pill-erectionmeds.ru pillcheap-med.ru onlinerxpillhere.ru 
medspill-erection.ru rxpill-medstore.ru medpillbuy-online.ru 

uggsbootss.com niceuggsforsale.com louisvuittonwhite.net 
uggsclassic.org officialuggsretails.com nicelouisvuittonbag.com 

lq8p.ru ol4k.ru s3po.ru 
n5di.ru p9ha.ru n4gf.ru 

A	
  pharmaceuFcal	
  domain	
  group,	
  size	
  =	
  295	
  

A	
  counterfeit	
  product	
  domain	
  group,	
  size	
  =	
  17	
  

A	
  suspected	
  DGA	
  domain	
  group,	
  size	
  =	
  71	
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