The successful operation of modern power grids is highly
dependent on reliable and efficient underlying communication
networks. Researchers and utilities have started to explore the
opportunities and challenges of applying the emerging software-
defined networking (SDN) technology to enhance efficiency and
resilience of the Smart Grid. This trend calls for a simulation-based
platform that provides sufficient flexibility and controllability for
evaluating network application designs, and facilitating the
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The overhead for freeze is within
acceptable bounds. The amount of time
required to freeze the emulation is
proportional to the number of emulated

We have also shown that the accuracy of
DSSnet falls within acceptable ranges
compared to the network emulator alone.
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desired power and therefore
lower the cost for the utility
and the consumer. Through
the DoS attack simulated, we
show motivation for future
work of securing

e context-aware intrusion detection

e self-healing network layer for power applicaitons

* QoS enforcing policies in microgrid

e Network Function Virtualization for control of distributed applications
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