
Ethics, Values, and Personal Agents
Nirav Ajmeri†, Hui Guo†, Pradeep K. Murukannaiah‡, and Munindar P. Singh†

MOTIVATION
Socially intelligent personal agent (SIPA)
• understands the social norms governing

its user’s interaction in a society,
• adapts according to the social context,
• and acts on behalf of or assists a user to

bring about his or her goals [1].
SIPAs ought respect their user’s values and
act ethically.

NORMS, VALUES, & ETHICS
Values: what is right or good according to

an individual
• terminal: security, privacy, happiness,

recognition
• non-terminal: honesty, helpfulness,

forgiveness
Ethics: system of values
Social norm: characterizes interactions be-

tween autonomous parties
Social norms indicate whether a SIPA should
perform or not perform an actions. Values
provide a SIPA a reason to pursue or not to
pursue those actions [2].

RESEARCH QUESTION
RQ. How can we engineer an ethical SIPA

such that it
1. understands its user’s preferences

among values and
2. reasons about values to make ethical

policy decisions?

CHALLENGES
• A SIPA’s action may simultaneously pro-

mote and demote several values. What
values are relevant for choosing an ethi-
cal action?

• A SIPA’s decision affects other users as
users may have conflicting value prefer-
ences. How can a SIPA understand and
reason about value preference of others?

CONTRIBUTIONS
• Ainur, a framework for engineering

value-driven, ethical SIPAs
• Such a SIPA can make value-promoting

ethical decisions, especially, in scenarios
where the applicable norms conflict

AINUR SIPA SCHEMATICALLY

World Model Social Model Stakeholder Model

Context Norms Goals

Actions Sanctions Values

Decision Module

Ethical Action

EMPIRICAL STUDY
• 33 computer science graduate and under-

graduate students
• one factor design with two alternatives:

– control : not aware of values;
– treatment : aware of values promoted

and demoted in each context
Survey
• imagine you are in a given context

– a combination of a place, time of the
day of visit, and companions (alone,
a colleague, crowd, a family member,
or a friend)

– tagged safe, unsafe, sensitive, or sen-
sitive

• select check-in policy for the context
Metrics
• Check-in policy on privacy preservation

scale: share with none, companions,
common friends, and all

• Confidence in policy on a Likert scale of
1 (very low) to 5 (very high)

Hypotheses
• Making an informed decision
• Making a confident decision
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Check-in policy ordered from high to low
privacy preservation: share with none, com-
panions, common friends (of companions),
and all
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FUTURE WORKS
• Evaluate the effectiveness of Ainur via a

developer study

• Crowdsource data about values and de-
cision making about sharing policies on a
larger scale

• Employ machine learning to assist SIPAs
learn their user’s value preferences
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