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Abstract— In this paper, we introduce and experimentally
validate a sampling-based planning algorithm for quasi-static
manipulation of a planar elastic rod. Our algorithm is an imme-
diate consequence of deriving a global coordinate chart of finite
dimension that suffices to describe all possible configurations
of the rod that can be placed in static equilibrium by fixing the
position and orientation of each end. Hardware experiments
confirm this derivation in the case where the “rod” is a thin,
flexible strip of metal that has a fixed base and that is held at
the other end by an industrial robot. We show an example in
which a path of the robot that was planned by our algorithm
causes the metal strip to move between given start and goal
configurations while remaining in quasi-static equilibrium.

I. INTRODUCTION

Figure 1 shows a thin, flexible strip of metal that has a
fixed base and that is held at the other end by an industrial
robot. The problem we consider in this paper is to find
a path of the robot that causes the metal strip to move
between start and goal configurations while remaining in
static equilibrium and avoiding self-collision. We view this
problem equivalently as finding a path of the metal strip
through its set of equilibrium configurations (i.e., the set of
all configurations that would be in equilibrium if both ends
of the metal strip were held fixed).

Our main contribution is to show that this set of equilib-
rium configurations is a smooth manifold of dimension three
that can be parameterized by a single (global) coordinate
chart. We proceed by modeling the metal strip as a planar
elastic rod. Any curve traced by this rod in static equilibrium
is a local solution to a geometric optimal control problem,
with boundary conditions that vary with the placement of
the robot. Coordinates for the set of all local solutions over
all boundary conditions are provided by the initial value of
costates that arise in necessary and sufficient conditions for
optimality. These coordinates describe all configurations of
the rod that can be achieved by quasi-static manipulation, and
make the application of a sampling-based algorithm for ma-
nipulation planning straightforward and easy to implement.

Our paper is in many ways a response to the seminal
work of Lamiraux and Kavraki [1] on manipulation of
elastic objects, which was applied by Moll and Kavraki [2]
to “deformable linear objects” like the planar elastic rod
we consider here. This previous work clearly states that
the set of equilibrium configurations is the space through
which one should construct a manipulation plan. However, it
ultimately suggests exploring this set indirectly, by sampling
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Fig. 1. Quasi-static manipulation of a thin, flexible strip of metal that has
a fixed base and that is held at the other end by an industrial robot (view
from below). The blue curve is the shape predicted by our model.

displacements of the robot and using numerical simulation
to approximate their effect on the rod. It takes this approach
for two reasons. First, the configuration space of the rod
has infinite dimension. Elements of this space are continuous
maps q : [0, 1]→ SE(2), the shape of which in general must
be approximated. Second, a countable number of configu-
rations may be in static equilibrium for a given placement
of the robot, none of which (typically) can be computed
in closed form. For these two reasons, it seems hopeless to
think that we might explicitly construct and parameterize the
set of equilibrium configurations. In fact, doing so is indeed
possible, as we will proceed to show.

The planar elastic rod has received a considerable amount
of recent attention from Sachkov [3], [4], whose text on geo-
metric optimal control (with Agrachev [5]) provides the basis
for our own approach. Using Jacobi elliptic functions, this
previous work derives a closed-form expression for the curve
traced by a planar elastic rod in static equilibrium. It also
gives either an exact description of or bounds on the location
of conjugate points, cut points, and Maxwell points, which
characterize local and global stability. This previous work
does not answer our questions about the set of equilibrium
configurations (is it a finite-dimensional manifold, what are
its coordinate charts, etc.), but does provide formulae that
could have replaced some of the computations we ultimately
require for manipulation planning. We chose not to use these
formulae because the computations we derive are trivial to
implement and extend directly to the spatial case (i.e., to
elastic rods that are not confined to the plane).

Although our contribution is primarily theoretical and
our experiments are proof-of-concept, we are nonetheless
motivated by applications that include knot tying and surgical
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suturing [6]–[10], cable routing [11], folding clothes [12],
compliant parts handling and assembly [13]–[15], surgical
retraction of tissue [16], and protein folding [17]. We are
also motivated by haptic exploration with “whisker” sensors,
often modeled as elastic rods [18]. The coordinates we derive
for equilibrium configurations have a direct interpretation
as measured forces and torques, and may provide exactly
the space in which to perform inference. Finally, we are
motivated by the link, pointed out by Tanner [19], between
manipulation of deformable objects and control of hyper-
redundant [20] and continuum [21] robots. The coordinates
we derive are an alternative to working either in the task
space [22] or in the space of modal shapes derived from a
heuristic choice of basis functions [23]. Similar ideas have
been applied to dynamic redundancy resolution [24].

Section II establishes our theoretical framework. The two
key parts of this framework are optimal control on manifolds
and Lie-Poisson reduction. We derive coordinate formulae
for necessary and sufficient conditions—in the former case
these formulae are well known, but in the latter case they
are not. Section III shows how our framework applies to
the planar elastic rod. We prove that the set of equilibrium
configurations for this rod is a smooth manifold of dimension
three that can be parameterized by a single chart, and we
present a sampling-based planning algorithm for quasi-static
manipulation based on this result. Section IV validates our
approach with hardware experiments, in which the “rod” is
a flexible strip of metal that is held by an industrial robot.
Section V concludes with opportunities for future work. Our
ideas here follow from but significantly extend earlier work
on a simpler model (a planar elastic kinematic chain [25]).

II. THEORETICAL FRAMEWORK

We will see in Section III that the framed curve traced
by a planar elastic rod in equilibrium is a local solution
to a geometric optimal control problem. Here, we provide
the framework to characterize this solution. This framework
essentially relies on a geometric statement of Pontryagin’s
maximum principle [26]. Section II-A states necessary and
sufficient conditions for optimality on manifolds. Section II-
B derives coordinate formulae to test these conditions. These
results are a translation of [5] in a style more consistent
with [27], [28]. We conclude with coordinate formulae to test
sufficiency for left-invariant systems on Lie groups (Theorem
4), a result that is not in [5] and is hard to find elsewhere.

In what follows, we denote the space of all smooth real-
valued functions on a smooth manifold M by C∞(M).
We also recall that a smooth map F : M → N between
smooth manifolds M and N is degenerate at m ∈M if the
Jacobian matrix of any coordinate representation of F at m
has zero determinant. We use TmF and T ∗mF to denote the
pushforward and pullback of F , respectively. The rest of our
notation is standard [28], [29].

A. Optimal Control on Manifolds

Let M be a smooth manifold and let U ⊂ Rm for some
m > 0. Assume g : M ×U → R and f : M ×U → TM are

smooth maps. Consider the optimal control problem

minimize
q,u

∫ 1

0

g (q(t), u(t)) dt

subject to q̇(t) = f (q(t), u(t)) for all t ∈ [0, 1]

q(0) = q0, q(1) = q1,

(1)

where q0, q1 ∈ M and (q, u) : [0, 1] → M × U . Define the
parameterized Hamiltonian Ĥ : T ∗M × R× U → R by

Ĥ(p, q, k, u) = 〈p, f(q, u)〉 − kg(q, u),

where p ∈ T ?qM .
Theorem 1 (Necessary Conditions): Suppose

(qopt, uopt) : [0, 1]→M × U

is a local optimum of (1). Then, there exists k ≥ 0 and
an integral curve (p, q) : [0, 1] → T ∗M of the time-varying
Hamiltonian vector field XH , where H : T ∗M × R → R is
given by

H(p, q, t) = Ĥ(p, q, k, uopt(t)),

that satisfies q(t) = qopt(t) and

H(p(t), q(t), t) = max
u∈U

Ĥ(p(t), q(t), k, u) (2)

for all t ∈ [0, 1]. If k = 0, then p(t) 6= 0 for all t ∈ [0, 1].
Proof: See Theorem 12.10 of [5].

The integral curve (p, q) in Theorem 1 is an abnormal
extremal when k = 0 and a normal extremal otherwise. As
usual, when k 6= 0 we may assume k = 1. We call (q, u)
abnormal if it is the projection of an abnormal extremal. We
call (q, u) normal if it is the projection of a normal extremal
and it is not abnormal.

Theorem 2 (Sufficient Conditions): Suppose

(p, q) : [0, 1]→ T ∗M

is a normal extremal of (1). Define H ∈ C∞(T ∗M) by

H(p, q) = max
u∈U

Ĥ(p, q, 1, u), (3)

assuming that the maximum exists and that ∂2Ĥ/∂u2 < 0.
Define u : [0, 1] → U so that u(t) is the unique maximizer
of (3) at (p(t), q(t)). Assume that XH is a complete vector
field and that there exists no other integral curve (p′, q′) of
XH satisfying q(t) = q′(t) for all t ∈ [0, 1]. Let ϕ : R ×
T ∗M → T ∗M be the flow of XH and define the endpoint
map φt : T ∗q(0)M →M by φt(w) = π ◦ ϕ(t, w, q(0)). Then,
(q, u) is a local optimum of (1) if and only if there exists no
t ∈ (0, 1] for which φt is degenerate at p(0).

Proof: See Theorem 21.8 of [5].

B. Lie-Poisson Reduction

Let G be a Lie group with identity element e ∈ G. Let
g = TeG and g∗ = T ∗eG. Denote the functional derivative
of any h ∈ C∞(g∗) at µ ∈ g∗ by δh/δµ ∈ g, as in [28].

Theorem 3 (Reduction of Necessary Conditions): Let

H : T ∗G× [0, 1]→ R
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be both smooth and left-invariant for all t ∈ [0, 1]. Denote the
restriction of H to g∗ by h = H|g∗×[0,1]. Given p0 ∈ T ∗q0G,
let µ : [0, 1]→ g∗ be the solution of

µ̇ = ad∗δh/δµ(µ) (4)

with initial condition µ(0) = T ∗e Lq0(p0). The integral curve
(p, q) : [0, 1]→ T ∗G of the time-varying Hamiltonian vector
field XH with initial condition p(0) = p0 satisfies

p(t) = T ∗q(t)Lq(t)−1 (µ(t))

for all t ∈ [0, 1], where q is the solution of

q̇ = Xδh/δµ(q)

with initial condition q(0) = q0.
Proof: See Theorem 13.4.4 of [28].

It is convenient for us to introduce coordinates on g and g∗.
Let {X1, . . . , Xn} be a basis for g and let {P1, . . . , Pn} be
the dual basis for g∗. We write ζi to denote the ith component
of ζ ∈ g with respect to this basis, and so forth. Define the
structure constants Ckij ∈ R by

[Xi, Xj ] =

n∑
k=1

CkijXk (5)

for i, j ∈ {1, . . . , n}. We require two lemmas before our
main result (Theorem 4).

Lemma 1: Let q : U → G be a smooth map, where
U ⊂ R2 is simply connected. Denote its partial derivatives
ζ : U → g and η : U → g by

ζ(t, ε) = Tq(t,ε)Lq(t,ε)−1

(
∂q(t, ε)

∂t

)
η(t, ε) = Tq(t,ε)Lq(t,ε)−1

(
∂q(t, ε)

∂ε

)
.

(6)

Then,
∂ζ/∂ε− ∂η/∂t = [ζ, η]. (7)

Conversely, if there exist smooth maps ζ and η satisfying
(7), then there exists a smooth map q satisfying (6).

Proof: See Proposition 5.1 of [30].
Lemma 2: Let α, β, γ ∈ g and suppose γ = [α, β]. Then

γk =

n∑
r=1

n∑
s=1

αrβsC
k
rs.

Proof: This result follows from the definition (5).
Theorem 4 (Reduction of Sufficient Conditions): Assume

that the Hamiltonian function H ∈ C∞(T ∗G) is left-
invariant and that the Hamiltonian vector field XH is
complete. Let h = H|g∗ be the restriction of H to g∗

and let ϕ : R × T ∗G → T ∗G be the flow of XH . Given
q0 ∈ G, define the endpoint map φt : T

∗
q0G → G by

φt(p) = π ◦ϕ(t, p, q0). Given p0 ∈ T ∗q0G, let a ∈ Rn be the
coordinate representation of T ∗e Lq0(p0), i.e.,

T ∗e Lq0(p0) =

n∑
i=1

aiPi. (8)

Solve the ordinary differential equations

µ̇i = −
n∑
j=1

n∑
k=1

Ckij
δh

δµj
µk i ∈ {1, . . . , n} (9)

with the initial conditions µi(0) = ai. Define matrices
F,G,H ∈ Rn×n as follows:

[F]ij = − ∂

∂µj

n∑
r=1

n∑
s=1

Csir
δh

δµr
µs

[G]ij =
∂

∂µj

δh

δµi

[H]ij = −
n∑
r=1

δh

δµr
Cirj .

Solve the (linear, time-varying) matrix differential equations

Ṁ = FM (10)

J̇ = GM + HJ (11)

with initial conditions M(0) = I and J(0) = 0. The endpoint
map φt is degenerate at p0 if and only if det (J(t)) = 0.

Proof: A sketch of this proof proceeds as follows.
Define the smooth map ρ : Rn → T ∗q0G by

ρ(a) = T ∗q0L
−1
q0

(
n∑
i=1

aiPi

)

and define q : [0, 1]× Rn → G by q(t, a) = φt ◦ ρ(a). Let

ηj(t, a) = Tq(t,a)Lq(t,a)−1

(
∂q(t, a)

∂aj

)
for j ∈ {1, . . . , n}. Define J : [0, 1] → Rn×n so that the
matrix J(t) has entries [J]ij = ηji (t, a), i.e., the jth column
of J(t) is the coordinate representation of ηj(t, a) with
respect to {X1, . . . , Xn}. Given p0 = ρ(a) for some a ∈ Rn,
it is straightforward to show that φt is degenerate at p0 if
and only if det(J(t)) = 0.

It remains to show that J(t) can be computed as described
in the theorem. Define

ζ(t, a) = Tq(t,a)Lq(t,a)−1

(
∂q(t, a)

∂t

)
.

Taking µ1(t), . . . , µn(t) as coordinates of µ(t), we verify
that (4) and (9) are equivalent. We extend each coordinate
function to µi : [0, 1]× Rn → R, so µi(t, a) solves (9) with
initial condition µi(0, a) = ai. Define M : [0, 1]→ Rn×n by
[M(t)]ij = ∂µi/∂aj . Our result follows by differentiation,
noting that

η̇j =
∂ζ

∂aj
−
[
ζ, ηj

]
=

∂

∂aj

δh

δµ
−
[
δh

δµ
, ηj
]

from Lemma 1 and Theorem 3.
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III. APPLICATION TO A PLANAR ELASTIC ROD
The previous section derived coordinate formulae to com-

pute necessary and sufficient conditions for a particular class
of optimal control problems on manifolds. Here, we apply
these results to a planar elastic rod. Section III-A recalls
that the framed curve traced by the rod in static equilibrium
is a local solution to a geometric optimal control problem
[31], [32]. Section III-B proves that the set of all trajectories
that are normal with respect to this problem is a smooth
manifold of dimension three that can be parameterized by a
single chart (Theorem 6). Section III-C proves that the set of
all normal trajectories that are also local optima is an open
subset of this smooth manifold, and provides a computational
test for membership in this subset (Theorem 7). These two
results suffice to describe all possible configurations of the
elastic rod that can be achieved by quasi-static manipulation.
Section III-E presents a sampling-based planning algorithm
for quasi-static manipulation based on these results.

A. Model
We model the object in Figure 1 as a planar elastic rod.

Assuming it is thin, inextensible, and unit length, we describe
the shape of this rod by a continuous map q : [0, 1] → G,
where G = SE(2). We require this map to satisfy

q̇ = q(X1 + uX3) (12)

for some u : [0, 1]→ U , where U = R and

X1 =

0 0 1
0 0 0
0 0 0

 X2 =

0 0 0
0 0 1
0 0 0

 X3 =

0 −1 0
1 0 0
0 0 0


is a basis for g. Denote the dual basis for g∗ by {P1, . . . , P3}.
We refer to q and u together as (q, u) : [0, 1] → G × U or
simply as (q, u). We assume the base of the rod is held fixed
at the origin, so that q(0) = e. The other end is held by a
robotic gripper, which we assume can impose arbitrary q(1).
We denote the space of all q(1) by B = G. For fixed q(1), the
rod will remain motionless only if its shape locally minimizes
total elastic energy. In particular, we say that (q, u) is in static
equilibrium if it is a local optimum of

minimize
q,u

1

2

∫ 1

0

u2dt

subject to q̇ = q(X1 + uX3)

q(0) = e, q(1) = b

(13)

for some b ∈ B.

B. Necessary Conditions for Static Equilibrium
Theorem 5: Define

A =
{
a ∈ R3 : (a2, a3) 6= (0, 0)

}
.

A trajectory (q, u) is normal with respect to (13) if and only
if there exists µ : [0, 1]→ g∗ that satisfies

µ̇1 = µ2u µ̇2 = −µ1u µ̇3 = −µ2 (14)

q̇ = q(X1 + uX3) (15)

u = µ3 (16)

with q(0) = e and µ(0) =
∑3
i=1 aiPi for a ∈ A.

Proof: We begin by showing that (q, u) is abnormal if
and only if u = 0. Theorem 1 tells us it is equivalent that
(q, u) is the projection of an integral curve (p, q) of XH that
satisfies (2), where H(p, q, t) = Ĥ(p, q, 0, u(t)) and

Ĥ(p, q, 0, u) = 〈p, q(X1 + uX3)〉 .

Since H is left-invariant, the existence of (p, q) satisfying
Theorem 1 is equivalent to the existence of µ satisfying the
conditions of Theorem 3, namely that

µ̇ = ad∗δh/δµ(µ) and q̇ = q(δh/δµ),

where h = H|g∗ . Application of (9) produces (14)-(15),
where we require µ3 = 0 to satisfy (2). We therefore have
µ2 = −µ̇3 = 0, hence also µ1u = −µ̇2 = 0. Since µ cannot
vanish when k = 0, we must have µ1 6= 0, hence u = 0.

Now, we return to the normal case. Theorem 1 tells us that
(q, u) is normal if and only if it is not abnormal and it is
the projection of an integral curve (p, q) of XH that satisfies
(2), where H(p, q, t) = Ĥ(p, q, 1, u(t)) and

Ĥ(p, q, 1, u) = 〈p, q(X1 + uX3)〉 − (u2/2).

As before, H is left-invariant. Application of (9) to the
conditions of Theorem 3 produces the same formulae (14)-
(15), where (16) follows from (2) because Ĥ is quadratic
in u. It remains to show that trajectories produced by (14)-
(16) are not abnormal if and only if a ∈ A. We prove the
converse. First, assume a ∈ R3\A, so (a2, a3) = (0, 0).
From (14) and (16), we have u = 0, hence (q, u) is abnormal.
Now, assume (q, u) is abnormal, so u = 0. From (16), we
therefore have µ3 = 0, and in particular a3 = 0. Plugging
this result into (14), we see that µ2 = −µ̇3 = 0, hence also
that a2 = 0. So, a ∈ R3\A. Our result follows.

Theorem 5 provides a set of candidates for local optima
of (13), which we now characterize. Denote the set of all
smooth maps (q, u) : [0, 1] → G × U under the smooth
topology by C∞([0, 1], G×U). Let C ⊂ C∞([0, 1], G×U)
be the subset of all (q, u) that satisfy Theorem 5. Any such
(q, u) ∈ C is completely defined by the choice of a ∈ A,
as is the corresponding µ. Denote the resulting maps by
Ψ(a) = (q, u) and Γ(a) = µ. We require three lemmas
before our main result (Theorem 7).

Lemma 3: If Ψ(a) = Ψ(a′) for a, a′ ∈ A, then a = a′.
Proof: Suppose (q, u) = Ψ(a) and µ = Γ(a) for some

a ∈ A. It suffices to show that a is uniquely defined by u
(and its derivatives, since u is clearly smooth). From (14)
and (16), we have

a2 = −µ̇3(0) = −u̇(0) a3 = u(0). (17)

We differentiate (14) to compute

ü(0) = a3a1
...
u(0) = a2

(
a23 − a1

)
. (18)

At least one of these two equations allows us to compute a1
unless (a2, a3) = (0, 0), which would violate our assumption
that a ∈ A. Our result follows.

Lemma 4: The map Ψ: A → C is a homeomorphism.
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Proof: The map Ψ is a bijection—it is well-defined
and onto by construction, and is one-to-one by Lemma 3.
Continuity of Ψ follows from Theorem 5. It remains only
to show that Ψ−1 : C → A is continuous—this result is an
immediate consequence of (17)-(18).

Lemma 5: If the topological n-manifold M has an atlas
consisting of the single chart (M,α), then N = α(M) is a
topological n-manifold with an atlas consisting of the single
chart (N, idN ), where idN is the identity map. Furthermore,
both M and N are smooth n-manifolds and α : M → N is
a diffeomorphism.

Proof: Since (M,α) is chart, then N is an open
subset of Rn and α is a bijection. Hence, our first result
is immediate and our second result requires only that both α
and α−1 are smooth maps. For every p ∈ M , the charts
(M,α) and (N, idN ) satisfy α(p) ∈ N , α(M) = N ,
and idN ◦ α ◦ α−1 = idN , so α is a smooth map. For
every q ∈ N , the charts (N, idN ) and (M,α) again satisfy
α−1(q) ∈ M , α−1(N) = M , and α ◦ α−1 ◦ idN = idN , so
α−1 is also a smooth map. Our result follows.

Theorem 6: C is a smooth 3-manifold with smooth struc-
ture determined by an atlas with the single chart (C,Ψ−1).

Proof: Since Ψ: A → C is a homeomorphism by
Lemma 4 and A ⊂ R3 is open, then (C,Ψ−1) is a chart
whose domain is C. Our result follows from Lemma 5.

C. Sufficient Conditions for Static Equilibrium

Theorem 7: Let (q, u) = Ψ(a) and µ = Γ(a) for some
a ∈ A. Define

F =

 0 µ3 µ2

−µ3 0 −µ1

0 −1 0

 G =

0 0 0
0 0 0
0 0 1


H =

 0 µ3 0
−µ3 0 1

0 0 0

 .
Solve the (linear, time-varying) matrix differential equations

Ṁ = FM J̇ = GM + HJ (19)

with initial conditions M(0) = I and J(0) = 0. Then, (q, u)
is a local optimum of (13) for b = q(1) if and only if
det(J(t)) 6= 0 for all t ∈ (0, 1].

Proof: As we have already seen, normal extremals
of (13) are derived from the parameterized Hamiltonian
function

Ĥ(p, q, 1, u) = 〈p, q(X1 + uX3)〉 − (u2/2).

This function satisfies ∂2Ĥ/∂u2 = −1 < 0 and admits a
unique maximum at u = 〈p, qX3〉. The maximized Hamil-
tonian function is

H(p, q) = 〈p, qX1〉+ 〈p, qX3〉2 /2.

It is clear that XH is complete. By Lemma 3, the mapping
from (q, u) to a and hence to µ = Γ(a) is unique. By
Theorem 3, it is equivalent that the mapping from (q, u) to
(p, q) is unique. As a consequence, we may apply Theorem
2 to establish sufficient conditions for optimality. Since H

µ1(t)

µ2(t)
µ3(t)

µ1(t+ ∆t)µ2(t+ ∆t)

µ3(t+ ∆t)

Fig. 2. Forces and torques applied to a piece of the planar elastic rod,
providing a physical interpretation of the costate trajectory µ : [0, 1]→ g∗.
Equilibrium configurations are uniquely defined by the choice of a = µ(0).

is left-invariant, we may apply the equivalent conditions of
Theorem 4. Noting that h = H|g∗ ∈ C∞(g∗) is given by

h(µ) = µ1 + µ2
3/2,

it is easy to verify that F, G and H take the given form.
Theorem 7 provides a computational test of which points

a ∈ A actually produce local optima Ψ(a) ∈ C of (13). Let
Astable ⊂ A be the subset of all a for which the conditions of
Theorem 7 are satisfied and let Cstable = Ψ(Astable) ⊂ C. An
important consequence of membership in Astable is smooth
local dependence of (13) on variation in b. Define

Bstable = {q(1) ∈ B : (q, u) ∈ Cstable}

and let Φ: C → B be the map taking (q, u) to q(1). Clearly
Astable is open, so

Ψ|Astable : Astable → Cstable

is a diffeomorphism. We arrive at the following result:
Theorem 8: The map Φ ◦ Ψ|Astable : Astable → Bstable is a

local diffeomorphism.
Proof: The map Φ◦Ψ|Astable is smooth and by Theorem

7 has non-singular Jacobian J(1). Our result follows from
the Implicit Function Theorem [27, Theorem 7.9].

D. Physical Interpretation of A
The coordinate chart A has a physical interpretation. To

derive it, we will assume that µ(t) describes the force and
torque acting on the rod at t ∈ [0, 1], and will show that this
assumption allows us to reconstruct (14) and (16). Consider
a small piece of the rod (Figure 2). Choose (v1, v2, θ) so thatcos θ − sin θ v1

sin θ cos θ v2
0 0 1

 = q(t)−1q(t+ ∆t).

In static equilibrium, a force and torque balance requires that

0 = −µ1(t) + µ1(t+ ∆t) cos θ − µ2(t+ ∆t) sin θ

0 = −µ2(t) + µ1(t+ ∆t) sin θ + µ2(t+ ∆t) cos θ

0 = −µ3(t) + µ3(t+ ∆t) + µ1(t+ ∆t) (v1 sin θ

−v2 cos θ) + µ2(t+ ∆t) (v1 cos θ + v2 sin θ) .

In the limit as ∆t→ 0, we recover (14). Equation (16) then
follows from the linear relationship between stress and strain.
It is now clear that A is a space of forces and torques, and in
particular that µ(0) = a ∈ A describes the force and torque
at the base of a planar elastic rod. The reader may also verify
that abnormal (q, u) are exactly those configurations of the
rod at which µ(0) is indeterminate.
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E. Manipulation Planning

We now know that any equilibrium configuration of a
planar elastic rod can be represented by a point in Astable ⊂
A ⊂ R3 (Theorems 5-7) and that any path of the rod
in Astable can be realized by a path of the robotic gripper
in Bstable (Theorem 8). These results allow us to apply a
sampling-based algorithm for manipulation planning (here,
we describe one based on PRM [33]):
• Sample points in A, for example uniformly at random

in {a ∈ A : ‖a‖∞ ≤ w} for some w > 0. Note that
it is possible to choose w by taking advantage of the
correspondence between a and forces/torques at the
base of the elastic rod (Section III-D).

• Keep points that are in Astable and add them as nodes in
the roadmap. This test requires only solving the ordinary
differential equations (14)-(16) in 3 variables and the
matrix differential equations (19) in 18 variables.

• Try to connect each pair of nodes a and a′ with a
straight-line path in A, adding this path as an edge in
the roadmap if it lies entirely in Astable. This test can
be approximated in the usual way by sampling points
along the straight-line path at some resolution, again
solving (14)-(16) and (19) for each point.

• Declare astart, agoal ∈ Astable to be path-connected if they
are connected by a sequence of nodes and edges in the
roadmap. This sequence is a continuous and piecewise-
smooth map

α : [0, 1]→ Astable,

where α(0) = astart and α(1) = agoal.
• Move the robotic gripper along the path

Φ ◦Ψ|Astable ◦ α : [0, 1]→ Bstable.

This path is again continuous and piecewise-smooth,
and can be evaluated at waypoints s ∈ [0, 1] by solving
the matrix differential equation (15) on SE(2).

Each step is trivial to implement using modern numerical
methods. It is also easy to include other constraints within
this basic framework. For the experiments that we describe
in the following section, we check for self-collision (using
hierarchical bounding volumes) and enforce bounds on po-
sition and orientation of the robotic gripper.

We emphasize that “start” and “goal” for the manipulation
planning problem must be points in Astable, or equivalently
points in Cstable through the diffeomorphism Ψ. It is insuffi-
cient to specify start and goal by points in Bstable, since these
points do not uniquely define configurations of the rod.

IV. EXPERIMENTS

A. Model Validation

Figure 3 shows a comparison between predicted and
observed constraint violations—instability, self-collision, and
bounds on the position and orientation of the robot holding
one end of the rod—in a slice of A ⊂ R3 on which
a3 = −2 is held constant. The shaded region is the free part
Afree ⊂ Astable ⊂ A of this slice, as predicted by our model.

We found Afree by using a two-dimensional continuation
method (essentially, by tracing its contour), which was trivial
to implement and took less than a minute of computation
time on a standard laptop. To test our model, we executed
eight straight-line paths α : [0, 1]→ A of the form

α(s) = (rs cos(kπ/4), rs sin(kπ/4),−2)

for r = 100 and k ∈ {0, . . . , 7}. To execute each path
in A, we moved the robot along the path Φ ◦ Ψ ◦ α in
B. We terminated execution when a constraint violation
was observed to occur in experiment. Figure 3 indicates
whether this violation was due to instability, self-collision, or
bounds on the robot workspace. There appears to be a good
correspondence between theory and experiment, although
this correspondence has not yet been made quantitative (e.g.,
by a measure of sum-squared difference between predicted
and observed shapes of the rod). Sources of error include
non-uniform modulus of elasticity along the metal strip,
uncertainty in the length of this strip, uncertainty in the
position and orientation of each endpoint, and plasticity. All
of these possibilities raise questions for future work—e.g.,
planning algorithms that maximize a measure of distance to
constraint violation, online calibration to determine physical
parameters, vision-based feedback control, etc.

B. Example of a Planned Path

Figure 4 shows an example of quasi-static manipulation
that was planned by our sampling-based algorithm. Notice
that the start and goal configurations are both associated with
the same boundary conditions, each one being a different
local minimum of total elastic energy, i.e., a different local
optima astart, agoal ∈ Astable of (13) for the same choice of
b ∈ Bstable. The motion shown in Figure 4 therefore does
not correspond to a single straight-line path in Bstable, where
planning has traditionally been done (e.g., [1], [2]). However,
this motion does indeed correspond to a single straight-line
path in Astable and was trivial to generate with our plan-
ning algorithm. We have not yet performed comprehensive
experiments that compare our sampling-based algorithm to
others in terms of running time, failure probability, etc.—
these experiments are a topic of ongoing work. However, we
note that a number of planning heuristics like lazy collision-
checking [34]—which bring huge speed-ups in practice—
are easy to apply when planning in Astable but hard to apply
when planning in Bstable. Also, should we still want to plan
in Bstable (i.e., to connect nearby configurations by straight-
line paths in Bstable rather than in Astable), it is now easy
to do so by using the Jacobian matrix J(1), which is non-
singular in Bstable by construction. In particular, we have the
relationship δb = J(1)δa, which can be inverted to move
along straight lines in Bstable. Without this relationship, we
would be forced to apply gradient descent in the infinite-
dimensional space of inputs u : [0, 1] → U , prompting
methods of approximation like the one described in [2].
In any case, our key insight was realizing that the set
of equilibrium configurations has dimension three—at that
point, nearly any planning algorithm will perform well.
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self-collision

robot orientation

robot orientation

instability

instability

instability

instability

instability

Fig. 3. Comparison between predicted and observed constraint violations—instability, self-collision, and bounds on the position and orientation of the
robot holding one end of the rod—in a slice of A ⊂ R3 on which a3 = −2 is held constant. The shaded region is the free part Afree ⊂ Astable ⊂ A
of this slice, which has a single connected component. The blue lines are straight-line paths in A along which the rod moves, as implemented by the
corresponding path in B. The blue dots are configurations just before a constraint violation occurred. The red dots are configurations just after one occurred.

Fig. 4. An example of quasi-static manipulation planned by our sampling-based algorithm. Notice that the robot begins and ends in the same position
and orientation. Remarkably, this motion corresponds to a single straight-line path in the global coordinate chart A that we derived in Section III.
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V. CONCLUSION

We showed that the set of equilibrium configurations
for a planar elastic rod that has a fixed base and that is
held at the other end by a robotic gripper is a smooth
manifold of dimension three that can be parameterized by
a single (global) coordinate chart. This result led to a simple
algorithm for manipulation planning. This algorithm was
validated with hardware experiments in which the “rod” was
a strip of metal being manipulated by an industrial robot.

A straightforward extension is to perform comprehensive
experiments that compare our sampling-based algorithm for
manipulation planning to others (e.g., [2]) in terms of stan-
dard metrics like running time and failure probability. Our
approach also extends directly to the spatial case, where the
rod is not confined to a plane [35]. Many other general-
izations are possible—for example, consideration of gravity
or of extensible rods would change only the cost function
in (13), i.e., the measure of total energy. Consideration of
forces arising from interaction between different parts of the
rod (e.g., self-collision) may be much harder. One problem
we have not addressed is the identification of physical param-
eters (e.g., variable stiffness along the rod) from observations
of equilibrium configurations. This problem can be cast
as inverse optimal control (e.g., as in [36]). The structure
established by Theorem 6 allows us to define an orthogonal
distance between C and these observations, similar to [37],
and may lead to an efficient solution.
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