
Internet ~1969 (ARPANET) 
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Internet ~1977 (ARPANET) 
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Source: ARPANET Completion Report, BNN,1977 



Internet ~1991 (NSFNET) 

3 
Merit Network, Inc. - Merit Network, Inc.(1992) 



Internet ~1994 (NSFNET) 

4 
Source: https://en.wikipedia.org/wiki/National_Science_Foundation_Network 



Public Internet ~2000 
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Source: Lumeta 



Public Internet ~2010 
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Source: https://en.wikipedia.org/wiki/File:Internet_map_1024.jpg 



US Internet ~2015 
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Source: ACM Sigcomm 2015 



Objectives of our Work 
•  Create and maintain a comprehensive catalog 

of the physical Internet 
–  Geographic locations of nodes (buildings that 

house PoPs, IXPs etc.) and links (fiber conduits) 
•  Extend with relevant related data 

–  Traffic, active probes, BGP updates, weather, etc. 
•  Maintain portal for visualization and analysis 
•  Apply maps to problems of interest 

–  Robustness, performance, security, etc. 
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Related Work 
•  Many prior Internet mapping efforts 

–  Lots of traceroute-based studies 
•  Data plane measurements to infer/map router topology 

–  Many BGP update-based studies 
•  Control plane measurements to infer/map AS topology 

–  Some studies to infer/map the physical Internet  
•  S. Gorman (2004) – FortiusOne (GeoCommons) 
•  J.M. Kraushaar (FCC reports until 1998) 

•  Commercial activities 
–  KMI Corp. (~early 2000) 
–  TeleGeography, FiberLocator (NEF, Inc.) 
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The Physical Internet: Nodes 
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Back to Basics:  
From Routers/Switches … 

$ $$ to $$$$$ 

$$$$$ 
$$$$$$$ 



… to Racks/Cabinets/Cages … 



… to Colocations (Colos) … 



… to Carrier Hotels/Data Centers 



The Physical Internet: Nodes 
•  Major cities or metropolitan areas 

–  Contain a majority of colocation facilities/data 
centers 

–  Much is known about commercial colocation 
facilities/data centers 

–  Places where long-haul fiber-optic cables 
originate/terminate 

•  Our map 
–  Some 2000 colocation facilities/data centers 
–  In 273 cities (nodes of our map) 
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The Physical Internet: Links 
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The Physical Internet: Links 
 
•  Long-haul links definition 

–  Spans at least 30 miles or 
–  Connects cities of population >= 100k people or 
–  Shared by at least 2 providers 
 

•  Use maps of US infrastructure from 12 tier-1 
and 4 major cable and 4 regional providers 
–  Includes both geocoded and non-geocoded links 
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Examples of Maps Used 
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The Physical Internet: Links 
•  Step #1:  Identification 

–  Utilize search to find maps of physical locations 
•  Step #2:  Transcription 

–  Begin with maps of ISPs that are geocoded 
–  Add links of maps that are not geocoded 

•  Step #3:  Verification 
–  Check consistency with public records of rights of 

way (ROW), etc. 
•  Step #4:  Infer conduit sharing 
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Consistency Checks 1 
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Consistency Checks 2 
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US Long-haul Infrastructure  
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273 nodes,  
2,411 links,  
542 conduits  



Some Missing Pieces … 
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Missing 1: Metro Fiber Maps 
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Example: NYC Metro Fiber 
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Source: http://ny.curbed.com/2012/7/17/10351100/mapping-manhattans-internet-with-underground-fiber-optics 



Missing 2: Undersea Cables 
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Source: https://www.telegeography.com/telecom-resources/submarine-cable-map/ 



Missing 3: Cell Towers 
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Source: Telcordia Technologies, 2010 



Some Questions of Interest 

29 



Question 1:  
Assessing Shared Risk 

•  Striking characteristic of the constructed 
map is the amount of conduit sharing 

•  Analyze shared risk using risk matrix 

•  Notions of shared risk 
–  Connectivity only 
–  Connectivity plus inferred traffic 
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Connectivity-only Risk 
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Connectivity plus Inferred Traffic 
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Dataset: Ono (BitTorrent clients) from Jan. 01, 2014 to Mar. 31, 2014;  
Thickness number of probes traversing a conduit 
Color number of ISPs sharing the conduits 



Question 2:  
Colocation With Other Infrastructure 
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Question 2:  
Colocation With Other Infrastructure 
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Railway infrastructure 

Roadway infrastructure 



Improving Infrastructure 
•  We show that robustness and performance can 

be improved by adding just a few links in 
strategic places 
–  Gain robustness to outages by reducing sharing 
–  Better performance by minimizing propagation delay 
–  Add new conduits or add new peers 
 

•  How to get there? 
–  Regulation (e.g., Title II) may achieve the opposite? 
–  Market forces (e.g., robustness as a competitive 

advantage) 
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An Observation … 
•  The physical Internet is resilient … 

–  TCP/IP was designed so that the Internet can “live 
with” failures and “work/route around” them 

–  TCP/IP allows for graceful degradation under 
failure while maintaining/providing basic services  

 
•  ... but it helps to understand its “weak spots” 

–  Where would more redundancy be beneficial? 
–  Where would more (physical) security pay off? 
–  Redundancy in view of prevailing market forces 

vs regulations 
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… and Reminder ... 

A bad actor whose objective is to do maximum 
damage to an industry/country/society relies 
critically on a fully functioning physical Internet 
infrastructure to reach the intended victims and 
harm them 
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… and the $100M(?) Question: 
•  Secure the physical Internet infrastructure?  

–  Submarine cable, landing stations 
–  Colocation facilities, data centers 
–  Long-haul fiber optic cables, cell towers, … 
 

•  Secure the logical Internet infrastructure? 
–  IP (BGP hijacking) 
–  TCP (low-volume DDoS) 
–  SCADA protocols (corrupting power grid, gas 

supply, …) 
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Thank you! 
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For portal access: 
http://internetatlas.org 
For account access: 

http://www.predict.org 


