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Mechanics and Manipulation of Planar Elastic Kinematic Chains

Zoe McCarthy and Timothy Bretl

Abstract—In this paper, we study quasi-static manipulation
of a planar kinematic chain with a fixed base in which each joint
is a linearly-elastic torsional spring. The shape of this chain
when in static equilibrium can be represented as the solution
to a discrete-time optimal control problem, with boundary
conditions that vary with the position and orientation of the
last link. We prove that the set of all solutions to this problem
is a smooth manifold that can be parameterized by a single
chart. For manipulation planning, we show several advantages
of working in this chart instead of in the space of boundary
conditions, particularly in the context of a sampling-based
planning algorithm. Examples are provided in simulation.

I. INTRODUCTION

Consider a serial kinematic chain that moves in a planar
workspace and that has a fixed base. Assume that each joint
in this chain is a linearly-elastic torsional spring and that the
last link is held by a robotic gripper. The problem we address
is to find a path of the gripper that causes the chain to move
between given start and goal configurations while remaining
in static equilibrium and avoiding collision. This problem is
a simple example of quasi-static manipulation planning in
which the object to be manipulated is deformable.

What makes this problem hard is the apparent lack of
coordinates to describe equilibrium configurations—i.e., con-
figurations of the chain that would be in static equilibrium
if the last link were held fixed by the gripper. The set
of all equilibrium configurations has lower dimension than
the configuration space of the chain, so elements of this
set cannot be found by rejection sampling. Also, there
are a countable number of equilibrium configurations that
correspond to a given placement of the gripper, none of
which can be computed in closed form. For this reason,
most of the literature on similar problems would suggest
exploring the set of equilibrium configurations indirectly,
by sampling placements of the gripper and using numerical
simulation to find their effect on the chain. This approach
was developed at length in the seminal work of Lamiraux and
Kavraki [1], and was later applied by Moll and Kavraki [2]
to manipulation of elastic “deformable linear objects” like
flexible wire, which can be viewed as a continuous analog
of the elastic kinematic chain we consider here. Our own
work is really a direct extension of [2], where we look at
a simpler finite-dimensional object (the chain) in order to
develop the basis for an alternative approach.

Our contribution in this paper is to prove that the set
of equilibrium configurations for an elastic kinematic chain
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is, in fact, a smooth manifold that can be parameterized
explicitly by a single chart. In other words, we will produce
a finite set of coordinates that suffice to describe all possible
configurations of the chain that can be achieved by quasi-
static manipulation. The key idea is to express equilibrium
configurations as local optima of a discrete-time optimal
control problem. Rather than try to compute solutions to
this problem for given boundary conditions, we ask what
must be satisfied by solutions to this problem for any
boundary conditions. The coordinates we need are provided
by costates that arise in necessary and sufficient conditions
for optimality. Manipulation planning becomes very easy if
we work in the chart defined by these coordinates.

We are motivated in part by the wide variety of applica-
tions that require manipulation of deformable objects. Knot
tying has been a particular focus of the robotics community
because of its potential application to surgical suturing [3]—
[8], but other applications of interest include cable routing
[9], folding clothes [10]-[12], robotic origami [13], assembly
of flexible circuit boards [14], surgical retraction of tissue
[15], compliant parts handling [16]-[18], and the closely
related fields of protein folding and geometric analysis of
molecular motion [19]-[22]. The theory we develop in this
paper may shed new light on some of these problems, but
we acknowledge that much remains to be done before any
of our work can be applied in practice.

We are also motivated by the interesting link, pointed
out by Tanner [23], between manipulation of deformable
objects and control of hyper-redundant [24] and continuum
[25]-[29] robots. These robots typically have many more
degrees of freedom than are required to accomplish a given
task. One approach to kinematic redundancy resolution is to
choose a cost function and to restrict motion to the set of
configurations that are locally optimal with respect to this
cost function [30]. The robot then becomes a “deformable
object” that is controlled by specifying the position and
orientation of its end-effector. Our results show that it may be
possible to parameterize the resulting set of locally optimal
configurations. The coordinates we provide are an alternative
to working either in the task space [31], [32] or in the
space of modal shapes derived from a heuristic choice of
basis functions [33]. Similar ideas have been applied to
dynamic redundancy resolution [34], [35], and are related
to the concept of operational space control [36].

Our main result appears in Section II, where we char-
acterize the set of equilibrium configurations for a planar
elastic kinematic chain. We apply this result to manipulation
planning in Section III. We conclude with a brief discussion
of future work in Section IV, leaving proofs to the Appendix.
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II. MECHANICS

In Section II-A, we fix notation and express equilibrium
configurations of an elastic kinematic chain as local optima
of a discrete-time optimal control problem (2). In Section II-
B, we show that the set of configurations satisfying necessary
conditions for local optimality is a smooth 3-manifold (Theo-
rem 2). In Section II-C, we show that the set of configurations
satisfying sufficient conditions for local optimality is an open
subset of this manifold, and we provide an algorithm to test
membership in this subset (Theorem 4).

A. Model

The kinematic chain in Fig. 1 moves in a planar workspace
W = R2. It has n revolute joints, where we assume n > 3.
We index joints by ¢ € {0,...,n — 1}. The angle of each
joint ¢ is u(i) € R. We denote the entire sequence of joint
angles by the function u: {0,...,n — 1} — R. We call the
space of all possible u the joint space and identify it in the
obvious way with @ = R™. The chain has n + 1 rigid links
that we index by ¢ = {0,...,n}. We attach a coordinate
frame to each link 1,...,n so that the axis of joint ¢ — 1
passes through the origin of frame ¢. We attach a coordinate
frame to link O so that the origin of frames 0 and 1 coincide.
We describe the position and orientation of frame ¢ relative
to frame O by the homogenous transformation matrix

cosxs(i) —sinxz(i) x1(7)
sinzs(i) cosxzs(i) xa(i)| € SE(2)
0 0 1

for some z(i) € R3. Henceforth, we refer only to x(i) and
not to the element of SE(2) to which x(4) corresponds. This
choice is for convenience and will cause no problems. It can
be viewed as working in the chart R? x (z3(i) — 7, x3(i)+).
We call z(i) the state and call X = R3 the state space. We
specify x(i) recursively with the finite difference equation

r; cos x3(7)
x(i) + | r;sinzs(4) (1)
u(i)

z(i+1)=

for i € {0,...,n — 1}, where for convenience we choose
0 if i =0,
T, =
’ (n—1)"1 otherwise

so that the total length is 1. We denote the state trajectory
by z: {0,...,n} — X. Each end of the kinematic chain is
held by a robotic gripper. We ignore the structure of these
grippers, and simply assume that they fix arbitrary values of
x(0) and z(n). We further assume, without loss of generality,
that z(0) = 0. We call the space of all possible z(n) the task
space and denote it by B C R3. Again, the reader should
think of each b € B as belonging to a chart of SE(2).
Finally, we assume that each joint 7 in the kinematic chain
is a linearly-elastic torsional spring with unit modulus and so
has potential energy u(i)?/2. For fixed endpoints, the chain
will remain motionless only if its shape locally minimizes the

Fig. 1. A planar kinematic chain with n joints and n + 1 rigid links that
is held at each end by a robotic gripper. Each joint is a linearly elastic
torsional spring. For a fixed position and orientation of each gripper, the
chain relaxes to a shape that locally minimizes the energy in all n joints.

total energy in all n joints. In particular, we say that (u, x)
is in static equilibrium if it is a locally optimal solution to

n—1
minimize = Z
2(0),..ow(n)EX
r; cos x3(7)
subject to z(i+1) =z(i) + | r;sinas(i) )
u(i)
for all i € {0,...,n — 1}
z(0) =0
z(n) =10

for some b € B.

B. Necessary Conditions for Static Equilibrium

The following theorem is an application of first-order
necessary conditions for equality-constrained minimization
to the problem (2), similar to [37, Chap. 2.6]:

Theorem 1: If (u,x) is both regular and a local optimum
of (2), then there exists a costate trajectory

p: {0,...,n} = R3
that satisfies
p()" = Vo H ((i),
0= V) H (x(),
for all 7 € {0,...,n — 1}, where

p(i + 1), u(i)) 3)
p(i+1),u(i)) (4)

H (2(i), p(i + 1), u(i)) = ( )?
+pi(i+1) (z1(4) + 7 cos x3(7))
+p2(i+ 1) (x2() + r sinx3(4))
+p3(i+ 1) (x3(i) + u(i))
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is the Hamiltonian function.
Proof: See [38, Chap. 11.3]. |
Theorem 1 provides a set of candidates for local optimality
of (2), which we will proceed to characterize. Let C C R™ x
R3("+1) be the set of all regular (u, z) for which there exists
p satisfying (3)-(4). We will show that C is a smooth 3-
manifold. In particular, equations (3)-(4) require that

p(@)" = pli+1)7T,
uli) = —p(i +1)Tey

fori € {0,...,n— 1}, where
1 0 —r;sinzs(d) 0
Ji=10 1 r;cosxs(i) and e3= |0
0 0 1 1

The inverse Ji_l exists everywhere. Hence, (u,z) and p are
related by the finite difference equations

u(i) = —p(i)TJ e
r; cos x3(7)
w(i+1) = (i) + | i sin(%s(i) (5)
p(i+1) = J; " p(i)

for i € {0,...,n — 1}. Recalling that 2:(0) = 0, we see that
(5) is completely defined by the choice of p(0). For a € R3,
let p(0) = a and compute (u,z) and p according to (5).
Denote the resulting map by

¢(a) = (u,x) (6)
pla) = p. (N
Define
A:{aema[@}¢s}
as
where

S = {[k(”l;l)”] €R2: k,1 ez}

is exactly the set of points that map to singularities of the
chain under ¢ (see Lemma 5, Appendix II). We show in
Appendix II that ¢: A — C is a homeomorphism, and draw
the following conclusion:
Theorem 2: C is a smooth 3-manifold with smooth struc-
ture determined by an atlas with the single chart (C, ¢ 1).
Proof: Since ¢ is a homeomorphism by Lemma 6
(Appendix II) and A C R3 is open, then (C,¢~!) is a
chart whose domain covers C. Our result is an immediate
consequence of Lemma 1 (Appendix I). [ ]
As a corollary, we know that A is also a smooth 3-
manifold and that ¢: A — C is, in fact, a diffeomorphism.

C. Sufficient Conditions for Static Equilibrium

Given (u,z) = ¢(a) and p = p(a) for a € A, we compute
Vit H (@(0), p(i + 1), u(i)) =
Vi H (@), pli + 1), u(i) = [0 0 0]
VI(’L Ya( z)H (x(z) (Z + 1) (Z)) Ql

DISCRETEISSTABLE(a)
Given a € A, do the following:
¢(a) and p = p(a).

o Compute (u,z) =

« Compute
[es O 0 0 —I 0 0
A= 0 €3 0 0 Jn—3 —I 0
- 0 0 €3 0 0 Jn_g -1
LO 0 0 3 0 0 Jn-1
B= [—Jn 4 0 0 O]
[l 0 0 0
|0 Qn-3s 0 0
M=10 "0 Quo o0 |
_O 0 0 anl
and find a basis IV for the null space of A. If
NTMN >0
then take
Al = AT(AAT)!
K=(NT"MN)"'N"M

Py = (A'B)'(I - NK)"M(I - NK)(A'B),
otherwise return FALSE.

e Foreachie {n—5,...,0},if

Sit1 = 1+ 63 14,.163 >0
then take
1T
P=Q:+ J (Pit1 — Piy1ess; €3 Piy1)Ji,

otherwise return FALSE.

Return TRUE.

Fig. 2. An algorithm that checks the membership of a in Aggpe C A.
fori € {0,...,n— 1}, where
0 0 0
Qi=10 0 0

0 0 —r;(aycoszs(i)+ azsinxs(i))

Based on this result, the following theorem is an appli-
cation of second-order sufficiency conditions for equality-
constrained minimization, similar to [37, Chap 2.6]:

Theorem 3: Let (u,z) = ¢(a) and p = p(a) for a € A.
If (0u,dx) = (0,0) is the unique solution to

i )T Qi62 (i) + du(i)?)

l\D\H

minimize
SueQ
§z(0),...,6z(n)eX

subject to 0x(i + 1) = J;0x(i) + egdu(i) (8)
for all i € {0,...,n — 1}
0x(0) =0
ox(n) =0,

then (u,z) is a local optimum of (2) for b = z(n).
Proof: See [38, Chap. 11.5]. [ ]
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Theorem 3 allows us to say which points a € A actually
produce local optima ¢(a) € C of (2). In particular, let
Agapte € A be the set of all a for which (du,dz) = (0,0)
is the unique solution to (8), and let Cyupie = @ (Astable) C C.
The following result establishes correctness of DISCRETEIS-
STABLE (Fig. 2), which tests membership in Agpie:

Theorem 4: The point a € A is an element of Agype if
and only if DISCRETEISSTABLE(a) returns TRUE.

Proof: See Appendix III. [ ]

Another important consequence of membership in Aggpie
is smooth local dependence of (2) on variation in b. Define

Bitable = {x(n) € B: (u, (E) S Cslable}

and let 8: C — B be the map taking (u,z) to x(n).
We note that Aggpie is open, hence that ¢| 4, : Asable —
Cstable 18 a diffeomorphism. The following theorem is then
an application of sensitivity analysis to equality-constrained
minimization, similar to [37, Chap. 6.10-6.11]:

Theorem 5: The map

Bo ¢|Amb]e ¢ Agiable = Bstable

is a local diffeomorphism.
Proof: See [38, Chap. 11.7]. [ ]

I1I. MANIPULATION
A. Planning Algorithm

The results of Section II make it very clear how to do
manipulation planning for the planar elastic kinematic chain
in Fig. 1. Recall that we would like to find a path of the
gripper that causes the chain to move between given start and
goal configurations while remaining in static equilibrium.
What makes this problem seem hard is the apparent lack of
coordinates to describe equilibrium configurations. Section II
gives us the coordinates that we need. In particular, we
showed that any equilibrium configuration can be represented
by a point in the open subset Agpe C A C R3. It is entirely
correct to think of A as the “configuration space” of the
chain during quasi-static manipulation, and to think of Agpe
as the “free space.” Theorem 2 tells us how to map points
in A to configurations of the chain. Theorem 4 tells us how
to test membership in Aggpre, 1.€., it gives us a “collision
checker.” And finally, Theorem 5 tells us that paths in Agpe
can be “implemented” by the robotic gripper, by establishing
a well-defined map between differential changes in the shape
of the chain (represented by Aguaple) and in the placement of
the gripper (represented by Byaple)- S0, at this point, there is
very little left to say. We have expressed the manipulation
planning problem for planar elastic kinematic chains as a
standard motion planning problem in a configuration space
of dimension 3, for which there are hundreds of possible
solution approaches [39]-[41].

For the sake of completeness, we will describe how one
might implement a sampling-based planning algorithm like
PRM [42]. Sample points in A, for example uniformly at
random in the closed subset {a € A: ||a|,, < w} for some
w > 0. Keep points that are in Aggpe—i.€., points a € A for

which DISCRETEISSTABLE(a) returns TRUE—and add these
points as nodes in the roadmap. Try to connect each pair of
nodes a and o/ with a straight-line path in 4, adding this
path as an edge in the roadmap if it lies entirely in Aggpie.
Two points @ and agoar in Agaple are path-connected if
they can be connected by a sequence of nodes and edges in
the roadmap. This sequence is a continuous and piecewise-
differentiable path «: [0,1] = Aguble, Where a(0) = aggare
and a(1) = agea. The manipulation plan is the path

Bog

also continuous and piecewise-differentiable, which can be
implemented by the robotic gripper. Note that it is easy to
include additional constraints, such as joint limits and self-
collision, within this basic framework.

In considering the manipulation planning problem, it is im-
portant to remember that there is a diffeomorphism between
A and C (Theorem 2) but only a local diffeomorphism be-
tween A and B (Theorem 5). A problem may be equivalently
defined by asart, Ggoat € A OF Cstart, Cooat € C, but may not be
defined by bsari, beoal € B, since points in task space do not
uniquely specify configurations of the chain.

Agapte © OF [07 1] — Btables

B. Example

As a simple example of quasi-static manipulation, we
consider a chain with only four joints (Fig. 3). If we restrict
|u(i)] < m, then there are at most two inverse kinematic
solutions for any given w(0), so it is possible to visualize
the energy landscape and to see the local minima. Figure 3,
in particular, shows three different equilibrium configurations
associated with the same boundary conditions. Each one cor-
responds to a local minimum of potential energy. Also shown
are snapshots of quasi-static manipulation from @(asr) to
¢(agoa) for a particular choice of g and agoea. The motion
of the chain in this case corresponds to a straight-line path in
Astaple, @s might have been generated by a sampling-based
planner. In other words, it is implemented by moving the
gripper along the path So¢|4,,,. o a: [0,1] = Byuple, where

Oé(f) = (1 - t)astart =+ tagoal-

It is interesting to consider what would have happened if
we had tried to plan a path from @(agar) t0 G(Agoal) by
working in the task space B rather than in the space A of
equilibrium configurations. Clearly, the resulting plan cannot
be represented by a straight line in B. Indeed, we have

Bo ¢|Aslable o a(astarl) =po ¢|Aslable o a(agoal)

in this case, so a straight line in B takes you nowhere. In the
language of sampling-based planning [40]-[42], we say that
@(agou) is visible from ¢(asar) When using a straight-line
local connection strategy in .A, but is not visible when using a
straight-line local connection strategy in B. Indeed, although
we have not performed exhaustive experiments, anecdotally
we can say that planning in A often requires sampling only
a handful of nodes (less than 10), while planning in B
often requires sampling many more. This result—however
preliminary—is an indication that our approach may have a
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Fig. 3.

Three equilibrium configurations of a four-joint elastic kinematic chain for fixed boundary conditions. Each one corresponds to a local minimum

of potential energy, i.e., to a local optimum of (2). We show the point a € A and the configuration ¢(a) € C associated with each local minimum. We are
showing only a slice of A for fixed a; in each case—the non-shaded part of this slice is in Aggple. Snapshots of quasi-static manipulation from ¢(astart)
to ¢(agoa)—given by a straight-line path from astart to @goa—are shown at lower left. In this example, the first link is held fixed and we imagine a robotic
gripper is changing the position and orientation of the last link. The energy landscape of course varies along this path (see multimedia attachment).

number of practical advantages. For example, another clear
advantage is that points in .4 uniquely specify configurations
of the chain, while the configuration specified by a point in
B depends on the path taken to get there.

Before closing, we note that the dimensionality of A does
not increase with the number of joints n. We find this result
somewhat remarkable, because it means that the complexity
of manipulation planning does not scale as it normally would.
In particular, since the joint space of the chain—which is
what we usually refer to as the configuration space—has
dimension n, we would expect the complexity of planning
to be at least exponential in n. In fact, since the dimension
of A remains constant (at 3), so does the complexity of
planning. It is true that the execution of DISCRETEISSTABLE
requires time that grows linearly in n, and that checking
other constraints like self-collision would require similarly
more time, but none of this is anywhere near exponential.
In hindsight, we might have expected this result—since
any quasi-static motion of the chain is caused by motion
of the gripper, and since the configuration of the gripper
lives in SE(2), we conclude that the set of equilibrium
configurations must at least locally have dimension three.

For other examples of quasi-static manipulation, in partic-
ular with large n, please see the multimedia attachment.

IV. CONCLUSION

In this paper, we looked at the problem of quasi-static
manipulation planning for a kinematic chain with n joints
that are linearly-elastic torsional springs. What has made
this problem seem hard in the past is the apparent lack
of coordinates to describe equilibrium configurations. Our
contribution was to show that the set of equilibrium configu-
rations in this case is, in fact, a smooth 3-manifold that can be
parameterized globally by a single chart. This result allowed

us to treat manipulation planning like any other motion
planning problem—it produced a “configuration space” A, a
“collision checker” to test membership in the part Aggpe of A
that corresponds to equilibrium configurations, and a diffeo-
morphism that allowed us to “implement” paths in Aggpe by
paths of the gripper. We showed a simple example (for more,
see the multimedia attachment) and briefly discussed several
advantages of planning in 4. There are many opportunities
for future work. For example, it is natural to extend what
we have here to continuous models of flexible wire in
both 2D and 3D workspaces, by application of Pontryagin’s
maximum principle. It is also natural to consider an elastic
kinematic chain (either discrete or continuous) with modulus
of elasticity that varies along its length. This extension is an
easy one, but gives rise to the much more interesting problem
of “calibration”—how do you infer based on observation
what is the modulus as a function of length? This problem
can be cast as inverse optimal control and efficiently solved.
We are looking at these and other topics now, and hope that
they lead to results that can be applied in practice.

APPENDIX I
SMOOTH MANIFOLDS

Here, we recall basic definitions and state two facts about
smooth (i.e., differentiable) manifolds [43].

A topological n-manifold M is a topological space that
is Hausdorff, second countable, and locally Euclidean of
dimension n. A chart on M is a pair (U, «), where Y C M
and a(U) C R™ are both open and where a: U — a(U) is
a homeomorphism. An atlas on M is a collection of charts
whose domain covers M. Two charts (U, «) and (V, 5) on
M are smoothly compatible if either U and V are disjoint or
the composition Boa ! is a diffeomorphism (i.e., is a smooth
function between open subsets of R™ that has a smooth
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inverse, where by “smooth” we mean in the class C'°). A
smooth atlas is an atlas in which any two charts are smoothly
compatible. A chart that is part of a smooth atlas is called a
smooth chart. A smooth atlas is maximal if it is not contained
in any other strictly larger smooth atlas. A maximal smooth
atlas is called a smooth structure. A smooth n-manifold is a
topological n-manifold equipped with a smooth structure. It
can be shown that any smooth atlas is contained in a unique
maximal smooth atlas, so to define a smooth n-manifold M
it suffices only to specify some smooth atlas on M. A map
f: M — N between smooth manifolds M and N is a
smooth map if for every p € M, there exist smooth charts
(U, ) on M and (V,3) on N such that

fp) eV

and Bo foa™!: a(U) — B(V) is smooth. A diffeomorphism
between smooth n-manifolds M and N is a smooth map
f: M — N that is bijective and that has a smooth inverse.

We require the following two results:

Lemma 1: 1f the topological n-manifold M has an atlas
consisting of the single chart (M, «), then N' = a(M) is a
topological n-manifold with an atlas consisting of the single
chart (NV,id), where id is the identity map. Furthermore,
both M and N are smooth n-manifolds and o: M — N is
a diffeomorphism.

Proof: Since (M, ) is chart, then A is an open subset
of R™ and « is a bijection. Hence, our first result is immedi-
ate and our second result requires only that both o and o ~*
are smooth maps. For every p € M, the charts (M, «) and
(N, idyr) satisfy (9) and we have idyr o aoa™ = idyr, so a
is a smooth map. For every g € N, the charts (N, idy) and
(M, ) again satisfy (9) and we have a0t oidy = idys,
so a1 is also a smooth map, and our result follows. |

Lemma 2: If the continuous bijection f: M — N is a
local homeomorphism, then M and A are homeomorphic.

Proof: We need only show that g = f~! is continuous.
This result holds if and only if each point of A/ has a neigh-
borhood on which the restriction of g to that neighborhood is
continuous [44, Lemma 2.2]. Fix p € N. Since f is a local
homeomorphism, there exists a neighborhood ¢/ around g(p)
such that fly: U — f(U) is a homeomorphism. Let V =
fU) € N. We know that V is a neighborhood of p since
U is a neighborhood of g(p) and f|;, is a homeomorphism.
Since (fly)~! is continuous and g|y = (f|y)~!, then our
result follows. [ ]

peU fu)cvy 9

APPENDIX II
PROOF THAT ¢: A — C 1S A HOMEOMORPHISM

Our main result in this section is Lemma 6, which is
necessary in the proof of Theorem 2 in Section II-B. We
will first prove three supporting lemmas.

Lemma 3: If (u,x) = ¢(a) and p = p(a) for a € R3,
then

u(i) = —arxo(i + 1) + agz1(i+ 1) — as

forie {0,...,n—1}.

Proof: From (5), we compute

p1(i+1) = pi(i)
p2(i+1) = pa(i)
p3(i+1) = p1(@) (z2(i + 1) — 22(4))
= p2(2) (x1(i + 1) — 21(4)) + p3(i)
for i € {0,...,n — 1}. Since z(0) = 0 and p(0) = a, it is
equivalent that
p1(i) = am
p2(i) = a2
p3(i) = a122(i) — agz1 (i) + as

for i € {0,...,n}. We conclude that

uw(i) = —p(i + 7Tes
= —p3(i+1)
= 7(111’2(2‘ —+ 1) + agzl(i —+ 1) — as,
as desired. |

Lemma 4: A point (u,x) is regular with respect to (2) if
and only if
u(i) ¢ {km: k € Z}

for some i € {1,...,n—1}.

Proof: The problem (2) has 3n+6 equality constraints.
By definition, a point (u, z) is regular with respect to these
constraints if the corresponding gradient vectors are linearly
independent [38]. By direct computation, it is equivalent that

[0 0 -~ 0 0 —I 0 -~ 0 0]
es 0 -~ 0 0 Jo —I -~ 0 0
0O e - 0 0 0 J -~ 0 0
0 0 - e 0 0 0 -~ —I 0
0 0 - 0 e 0 0 - Juq —I
0 0 -~ 0 0 0 0 - 0 I

is full rank. By row reduction, it is equivalent that
[(Jn—1--+J1)es

is full rank. The matrix (10) is the manipulator Jacobian,
o (u,z) is regular if and only if it defines a non-singular
configuration of the kinematic chain. Non-singular configu-
rations are exactly those satisfying w (i) ¢ {kn: k € Z} for
some i € {1,...,n—1} (e.g., see [45]). [ |

Lemma 5: A point ¢(a) is regular with respect to (2) if
and only if a € A.

Proof: We will prove the converse, that (u,x) = ¢(a)

is not regular if and only if @ € S = R3\\/A. By Lemma 4,
it is equivalent to show that u(i) € {kw: k € Z} for all
i€{0,...,n—1} if and only if a € S.

First, let a € S and take (u,z) = ¢(a). We have

u(0) = —as (by Lemma 3)
elkr:keZ} (by definition of S).

For some i € {1,...,n — 1}, assume u(j) € {kmw: k € Z}
forall j € {0,...,7— 1}. From (5), it must also be true that

Jn-1e3 e3] (10)
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z1(i+1) =m(n—1)"1 and z2(i + 1) = 0 for some m € Z.
By Lemma 3 and the definition of S, we conclude that

u(i) = agm(n —1)" —ag = (km — )7

for some k,! € Z, hence that u(i) € {kn: k € Z}. Our result
proceeds by induction.

Now, let a € R3, take (u,z) = ¢(a), and assume u(i) €
{km: ke Z}foralli e {0,...,n— 1}, so u(0) = mom and
u(1) = myw for some mg, my € Z. From (5), we compute

0 0
()= 0 and z(2) = |(n—1)"1 cos(mom)
mom (mo + mq)7m

By Lemma 3, we have
mom = u(0) = —as
mim = u(l) = az(n —1)"* cos(mom) — as.
Solving, we find that
ag = £(mq —mo)(n— 1)m
az = —mgT,

hence that a € S. ]

We are now ready to prove our main result.

Lemma 6: The map ¢: A — C is a homeomorphism.

Proof: First, we will show that ¢ is a continuous

bijection. By construction, ¢(a) satisfies (3)-(4) for the
choice of costate p(a), for any a € R®. By Lemma 5, ¢(a)
is regular if and only if a € A C R3. As a consequence, ¢ is
both well-defined and onto. The continuity of ¢ then follows
immediately from (5). Finally, recall that if (u,z) € C is
regular, then the costate p satisfying (3)-(4) is unique [38].
In particular, p(0) = a is unique, so ¢ is one-to-one.

By Lemma 2 (Appendix I), it remains only to show that
¢ is a local homeomorphism. Fix a € A. Since A is locally
compact, then a has a compact neighborhood &/ C A on
which the restriction ¢|y: U — ¢(U) is also a continuous
bijection. Since R™ x R3("*+1) is Hausdorff under the standard
topology, then the image ¢(U) C C C R™ x R3+1) g
Hausdorff under the subspace topology. We have established
that ¢|y, is a continuous bijection between compact U and
Hausdoff ¢ (i), so ¢|y is a homeomorphism [46, Theorem
5.6, pl67]. Our choice of a was arbitrary, so ¢ is a local
homeomorphism, as desired. |

APPENDIX III
PROOF THAT DISCRETEISSTABLE IS CORRECT

Our main result in this section is a proof of Theorem 4,
which establishes correctness of the algorithm DISCRETEIS-
STABLE (Fig. 2) in Section II-C. We will first prove one
supporting lemma.

Lemma 7: Pick a € R? and let (u,x) = ¢(a). If for
some ¢ € {0,...,n— 2} there exist m;,m;+1 € Z such
that u(¢) = m;m and u(i + 1) = m;417, then a € S.

Proof: From (5) and Lemma 3, we compute

m;m =u(i — 1) — ayr; sinxs (i) + agr; cos x3(7)

M1 ™ = My + cosmym (—ayr; sinx3 (i) + agr; cosx3(i)) .

Solving, we find that
'LL(’L — 1) = (ml + (ml — mi+1)) ™T=MmM;_1T

for some m;_; € Z. By repeating this process, we would find
that u(0) = mom and u(1) = mq 7 for some mg, m; € Z. An
argument identical to the one found in our proof of Lemma
5 (Appendix II) then establishes that a € S. [ ]
We are now ready to prove our main result, that a € Aggple
if and only if DISCRETEISSTABLE(a) returns TRUE.
Proof: [Proof of Theorem 4] Assume
DISCRETEISSTABLE(a) returns TRUE. Let v;(z) be the
cost-to-go from éx(j) = z in (8), for j € {0,...,n —1}.
We have

Vn—4(2) = min {;yTMy: Ay = Bz} , (11)
y

where A, B, and M are as defined in Fig. 2. The matrix A
loses rank if and only if u(n — 3) = kv and u(n — 2) =
Im for some k,l € 7Z, which by Lemma 7 contradicts our
assumption that a € A, so A is full rank. Therefore, we can
rewrite (11) as the quadratic form

Up—4(2) = min {;(ATBZ + Ny)TM(A'Bz + Ny)} .
y

Since NTMN > 0 by assumption, we conclude that
Vp—q(2) = 2T Py_4z,

where the minimum is achieved by y = —K AT Bz. With a
standard dynamic programming argument, we have
1

vi(z) = érnin{2 (27 Qiz + du(i)?)
+ i1 (Jiz + 636u<i))}

forie{n—>5,...,0} If
vit1(2) = 2" Pz,

then since
Si+1 = 1+ €§Pi+163 >0

by assumption, we conclude that
vi(z) = 27 (Qi+ JIN(Piyy — Pi+1€38;_~_lleg_Pi+1)Ji) z
=2TPz,
where the minimum is achieved by
ou(i) = —s;_llei;,FPiHsz.

In particular, vg(z) = 27 Pyz and 6u(0) = —s; ‘el P JL 2.
Since we are given dx(0) = 0, we find that Ju(0) = 0, hence
that dz(1) = 0 as well. Repeating this process, we see that
(8) has unique solution (du,dx) = (0,0), so a € Aguable-
Now, assume DISCRETEISSTABLE(a) returns FALSE. If
NTMN # 0, then (11) is either unbounded below or admits
multiple solutions for y, both of which imply that a ¢ Aggple.
If 1+ el Piy1e3 # 0 for some i € {n —5,...,0}, then (12)
is either unbounded below or admits multiple solutions for
du(i), both of which again imply that a ¢ Agaple. These are
the only two possibilities, so we have our result. [ ]
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