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A
t one time or another, we have all probably received that 
suspicious e-mail from the English barrister informing us that 
a long-lost relative has passed away. Fortunately, this relative 

bequeathed his entire fortune to us, and all we have to do to receive 
this bounty is provide him with our bank account number! Most of 
us immediately recognize this communication as a phishing scam. 
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De�ning the phishing problem

Phishing is a social engineering tactic that cybercrimi-
nals use to trick people into revealing sensitive per-
sonal information, such as their date of birth, banking 
details, credit card information, or social security 
number. �is is known as a semantic (i.e., language-
based) attack because the criminals have targeted the 
computer user rather than technical aspects of the sys-
tem. Users are typically sent an e-mail that appears to 
be from a known entity such as an established organi-
zation or individual that requires the user to recon�rm 
personal information by entering it via a supplied link 
within the text of the e-mail. �ese e-mails usually 
include “authentic” graphics and images that trick in-
dividual users into believing that the communication 
and request for information is legitimate. 

If all attacks were so obvious, most people would 
have little trouble avoiding an adverse outcome. While 
communications ostensibly from Nigerian princes 
and former Iraqi generals are always suspect, criminal 
activities are becoming increasingly more frequent 
and di�cult to detect. For instance, Kaspersky Lab 
reported that there were as many as 37.3 million at-
tacks in 2013, up from 19.9 million in 2012 [1]. Given 
the sheer number of attacks, it is likely that a percent-
age will be successful. A�er all, criminals would not 
engage in this activity if some individuals did not pro-
vide the requested information. For the phishing vic-
tim, personal costs associated with falling prey to such 
an attack can include loss of time, increased stress, 
monetary losses, and damaged credit. Some estimates 
indicate that each individual phishing attack costs ap-
proximately $866, and phishing attacks overall con-
tribute to over $3 billion in annual �nancial losses [2]. 

�ese direct costs of phishing to individuals are 
joined by other direct costs such as those incurred by 
private sector �nancial institutions as they attempt 
to shore up compromised systems and �x damaged 
credit. Likewise, less direct costs might be incurred by 
legitimate business entities that lose pro�ts as users 
become more hesitant to trust online access. Costs 
continue to grow as government assets are deployed 
for investigation and enforcement purposes.

Faced with these disheartening statistics along 
with a steadily increasing price tag, what can be done 
to prevent people from being victimized? Previous 
e�orts to combat the phishing problem have focused 

on building technological solutions, such as phishing 
web-page detectors, yet some authors (e.g.,[3]) have 
suggested that regardless of how security-related tech-
nology is improved, successful solutions must address 
the “people problem.” �e purpose of this article is to 
describe and summarize our NSA-funded research 
program at North Carolina State University (NCSU) 
that attempts to address this topic. 

�e NCSU Science of Security Lablet, one of only 
four in the United States funded by the NSA, has be-
gun to investigate phishing using a multidisciplinary 
approach. Team members come from diverse back-
grounds, including the university’s departments of 
psychology and computer science.

Below, we describe a series of studies that sought 
to answer broad questions regarding who is at risk, 
what factors predict phishing susceptibility, and how 
phishing susceptibility might be reduced through the 
implementation of training programs. Lastly, we con-
clude with a section that describes how our �ndings 
might inform the design of future tools that imple-
ment tailored warning systems. 

Who is at risk?

To better understand who is at risk when confronted 
with a phishing e-mail, we conducted an initial survey 
that asked 155 respondents to describe their previous 
experiences with phishing attempts and the related 
consequences [4]. Virtually all participants indicated 
that they had received a phishing e-mail at some time 
in the past, and 22% reported that these attempts were 
successful. In addition, 84% of participants readily 
identi�ed e-mail as the media where they were most 
likely to encounter phishing messages, but participants 
also described other instances where phishing mes-
sages were delivered via instant messaging, job boards, 
or social networking sites. As the following response 
indicates, phishers are becoming very creative in 
their e�orts:

I applied for a part time job through Craigslist 
and had to do a credit check to successfully 
apply. I thought it was OK since lots of 
employers now do credit checks. I entered my 
social and lots of other information. . . . By next 
week I had several pings in my credit report 
of suspicious activity. Someone had taken out 
a credit card in my name and also tried to get 
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a loan. I was scared, honestly, that someone 
could use my information in that way. I was 
also angry . . .

When asked about the content of phishing messag-
es, qualitative comments from respondents suggested 
that phishing communications o�en sound “too good 
to be true” and include “exciting or unbelievable of-
fers.” In addition, comments also revealed phishing 
attacks o�en use a “strong pitch,” and attempt to elicit 
“a feeling of urgency to get stu� done now,” by using 
“a limited time o�er or high-pressure tactics” in an 
attempt to get victims to act quickly. 

Although we believed the costs of getting phished 
were obvious, these results are informative because 
they indicate that the e�ects are not limited to �nan-
cial costs or loss of material items only (e.g., money, 
property, etc.), but may have social rami�cations as 
well (e.g., loss of trust, embarrassment). Qualitative 
comments underscored potential psychological 
impacts resulting from phishing attacks; participants 
referenced negative emotions, such as “embarrass-
ment, shame or loss of self-con�dence.” 

What makes someone susceptible to 

phishing attacks?

Because we are all apparently at risk when it comes to 
phishing attempts, our next e�orts were to clarify why 
users might be at risk. Previous research indicated that 
cognitive factors, such as attentional vigilance to cues 
in the computing environment, serve as a key compo-
nent in avoiding phishing [5, 6]. Other studies have 
identi�ed how users who fall prey to phishing tend 
to haphazardly rely on perceptual cues, such as the 
layout of a webpage, or on social cues, such as whether 
or not the sender of an e-mail is known [7]. In e�ect, 
users try to ascertain the veracity of cues to determine 
whether they can trust the sender prior to making a 
security-related decision. �is is problematic because 
criminals o�en manipulate aspects of digital com-
munications that cultivate trust, thereby increasing 
phishing susceptibility [8].

As people tend to vary with regard to individual 
di�erences in cognition, perception, and disposi-
tional factors, we sought to determine what factors 
make some users more susceptible to phishing than 
others [9]. In this particular study, 53 undergraduate 

students completed a battery of cognitive tests and 
a survey designed to assess impulsivity, trust, and 
personality traits before they performed an e-mail 
categorization task that required them to discriminate 
legitimate e-mails from phishing attempts. 

Our results indicated that individuals who pos-
sessed personality characteristics such as reserved 
behavior consistent with introverts, low impulsiv-
ity, and decreased trust were more likely than others 
to accurately identify phishing messages. Likewise, 
previous experience such as su�ering a monetary loss 
also decreased susceptibility to phishing attacks. �ese 
�ndings taken together suggest that some people are 
more susceptible to phishing attacks than others, so ef-
forts to ameliorate phishing might work best if e�orts 
are focused on those most at risk (i.e., those who are 
extroverted, impulsive, and trusting). 

Because these are measurable characteristics and 
there are a variety of psychological instruments 
available to assess these behavioral constructs, it is 
feasible that a quanti�able pro�le of phishing sus-
ceptibility could be constructed. While promising, 
such e�orts would need to be validated empirically 
and psychometrically. 

Although the previous work suggests that individu-
al di�erences are important determinants of phishing 
susceptibility, human behavior does not occur in a 
vacuum. One caveat that has pervaded social science 
research for the last 150 years is that behavior varies 
by social context. Given increasing workplace diversity 
and the globalization of the business industry coupled 
with enhanced communication enabled by technology, 
interaction with geographically distributed multina-
tional teams is now commonplace to most of us. 

Extending the concept of individual di�erences to 
group di�erences begs the question of whether culture 
plays a role in phishing susceptibility. To answer this 
question, we examined self-reported rates of phish-
ing susceptibility and online privacy behaviors from 
Chinese, Indian, and American samples [10]. We 
surveyed 164 participants from the United States, 
India, and China to assess past phishing experiences 
and the likelihood of engaging in online safety prac-
tices (e.g., reading a privacy policy). Results indicated 
that all nationalities were equally likely to experi-
ence phishing attempts yet the prevalence of being 
successfully phished varied by nationality such that 
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only 9% of Chinese, 14% of Americans, and 31% of 
Indians had been successfully phished. �us, Chinese 
and American respondents were about as likely to 
get phished yet both of these nationalities were less 
susceptible than Indian respondents. 

We discussed these potential cultural di�erences in 
terms of power distance—where low power distance 
countries, such as the United States, could be consid-
ered individualistic and more challenging of authority 
than high power distance countries, like India, that 
tend to convey high levels of respect to authorities 
where compliance with information requests might be 
more likely. 

With regard to taking protective action to pre-
vent information loss, cultural di�erences were also 
observed such that Chinese and Americans were more 
likely than Indian respondents to report destroy-
ing old documents, yet Americans were more likely 
than either Chinese or Indians to actively search a 
web page for the secure padlock icon when making 
online transactions. �ese results suggest that cultural 
background might be another factor to consider when 
developing a pro�le of phishing susceptibility. Such 
a pro�le would theoretically be useful in identifying 
those most in need of security training.

Can training prevent phishing?

Antiphishing training is one approach to making the 
user aware of phishing thereby acting as a barrier to 
attacks [11]. In the past, antiphishing training has 
ranged from a list of Internet user tips to a cartoon 
that helps explain user tips in a story format to even 
a game that provides embedded training against 
phishing [12]. From past research, training e�orts 
were more e�ective when shown in a real-world 
context [13]. Additionally, another study revealed that 
the level of threat perception determines the qual-
ity of protective action taken because perception of a 
high level of threat motivated participants to act and 
change their behavior. Likewise, such threat manipula-
tions also increased the retention of information [14].

Given these general considerations regarding the 
development of an antiphishing training program, 
we developed two experimental antiphishing train-
ing conditions: one that conveyed real-world conse-
quences to trainees, and one that attempted to induce 
perceptions of high threat [15]. �e training on real-
world consequences was delivered via three videos 

that reported on di�erent news stories where identity 
the� occurred as a result of phishing, followed by an 
emotional interview with a victim of a fake money 
order scam. �e second training condition used three 
news articles selected with the intention of raising the 
level of threat perceived by participants. �ese articles 
included recent news stories about how Facebook is 
collecting data and selling it along with news stories 
regarding the recent leak at NSA perpetrated by an 
insider. �ese two experimental antiphishing training 
conditions were compared to a third control condition 
that showed participants a cooking video. 

Ninety-six participants completed a baseline e-mail 
categorization task in which they had to discriminate 
legitimate e-mails from phishing attempts before being 
randomly assigned to one of the three training condi-
tions. A�er training was completed, a second e-mail 
categorization task was completed. An increased rate 
of accurately identifying phishing e-mails on the 
second task compared to the baseline was observed 
in all training conditions—suggesting that training 
was generally e�ective. Unfortunately, there were no 
statistically signi�cant di�erences between the experi-
mental training conditions and the control condition; 
although, trends suggested that heightening the threat 
perception slightly enhanced participants’ abilities to 
detect phishing messages. 

While these particular training manipulations did 
not produce compelling results, another approach 
would be to train individuals less experienced with 
computer security on how experts conceptualize 
phishing attacks. In essence, such training would allow 
novices to learn from more experienced experts.

How novices and experts 

conceptualize attacks 

One method to quantify di�erences in experience 
includes examining di�erences between the mental 
models of security novices and experts. Mental models 
are internal representations that users develop of a 
concept or system. Mental models grow as individuals 
interact with a system or concept; eventually, the user 
will be able to use his or her developed mental mod-
els to predict or explain the system or concept [16]. 
Accordingly, as users develop expertise, they have 
qualitative changes in their mental models. Experts are 
able to quickly analyze a situation or case and make 
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quick decisions because of their coherent organiza-
tion of information. �us, an underlying tenet of 
naturalistic decision-making research [17] suggests 
that training novices to use expert-level tactics might 
be useful in reducing errors (in this case, reducing 
phishing susceptibility).

Our most recent phishing-related project assessed 
how the mental models of computer security novices 
varied from those of computer security experts [18]. 
Twenty-eight participants (20 novices and 8 experts) 
were asked to rate the strength of the relationship 
among pairs of phishing-related concepts. �ese relat-
edness ratings were entered into Path�nder, a statisti-
cal so�ware tool that represents pairwise proximities 
in a network [19]. Preliminary �ndings suggest that 
novices and experts had signi�cantly di�erent mental 
models with regard to the prevention of phishing at-
tacks and the trends and characteristics of attacks. 

Expert mental models were more complex with 
more links between concepts, and this could have im-
plications for training. For example, the aggregate ex-
pert model illustrated “unknown sender” as a central 
node connected to “social engineering,” “legitimate 
appearance,” “link,” “attachment,” and “bad spelling/
grammar”; whereas, novices only linked “unknown 
senders” to “attachment” and “link.” �is illustrates 
that experts likely have a more comprehensive un-
derstanding of how unknown senders can relate to 
a broad array of phishing trends and characteristics. 
Training programs might aim to replicate this expert 
model in novices by providing information regarding 
the interconnectedness of these trends and character-
istics related to unknown senders.

Future directions

While e�orts to promote cybersecurity through train-
ing might yet prove to be an e�ective means to reduc-
ing phishing susceptibility, it is unclear whether users 
will be motivated to spend the time and energy to 
attend such sessions. Also, it is unrealistic to presume 
that people will be constantly on guard to protect 
themselves from potential online security threats, 
so perhaps this function should be allocated to the 
technology involved. It is likely that such a technology 
would include some type of warning functionality that 
would serve to alert users when their information is at 
risk. To address the potential characteristics of such a 

system, there are a number of theoretical frameworks 
within the hazard communication literature that have 
been used to describe response to warning messages 
where some action has to be taken when a threat is 
detected [20, 21, 22]. 

In all of these theoretical models, members of the 
public encounter a warning message that describes the 
nature of a hazard and suggests courses of action to 
avoid the consequences. Ultimately, the individual de-
cision maker must act to either comply with or ignore 
the warning message. A growing realization within 
the hazard communication literature is that e�ec-
tive warning messages must be tailored to match the 
hazardousness of the situation or to the user’s charac-
teristics to bene�t comprehension [23]. Our initial ef-
forts described above provide data to build a pro�le of 
at-risk users who are especially susceptible to phishing 
thereby providing the knowledge necessary to tailor 
e�ective warning messages. For instance, foreknowl-
edge of a user’s impulsive nature from previous online 
activities might suggest that the inclusion of an “Are 
you sure?” dialog box following an initial attempt to 
follow a suspicious link might result in temporal delay 
that allows a more thoughtful response. However, this 
example also illustrates that the development of such 
a tool must include a consideration of usability and 
technology adoption to ensure that potential solutions 
are acceptable to users [24].

Conclusions

Given the potential costs to individuals, organizations, 
and governments, phishing is a cybersecurity problem 
that demands attention in terms of both research and 
practice. As the results described above indicate, we 
are starting to answer some important questions that 
can be useful in designing countermeasures to reduce 
the likelihood of data loss. By understanding how 
individual di�erences in cognition, perception, and 
behavior predict phishing susceptibility, we can iden-
tify and target vulnerability for training interventions. 
We have already investigated whether or not speci�c 
training tactics help to reduce phishing susceptibility, 
but much more work needs to be done. 

Lastly, we have begun to compile a set of functional 
requirements to guide development of future tech-
nological tools that help to protect our information 
in cyberspace. 
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